
CHAPTER -r 
FUNDAMENTAL 
THEOREMS FOR 
NORMED AND BANACH 
SPACES 

This chapter contains, roughly speaking, the basis of the more ad­
vanced theory of normed and Banach spaces without which the useful­
ness of these spaces and their applications would be rather limited. The 
four important theorems in the chapter are the Hahn-Banach theorem, 
the uniform bounded ness theorem, the open mapping theorem, and 
the closed graph theorem. These are the cornerstones of the theory of 
Banach spaces. (The first theorem holds for any normed space.) 

Brief orientation about main content 
1. Hahn-Banach theorem 4.2-1 (variants 4.3-1, 4.3-2). This is an 

extension theorem for linear functionals on vector spaces. It guaran­
tees that a normed space is richly supplied with linear functionals, so 
that one obtains an adequate theory of dual spaces as well as a 
satisfactory theory of adjoint operators (Secs. 4.5, 4.6). 

2. Uniform boundedness theorem 4.7-3 by Banach and Steinhaus. 
This theorem gives conditions sufficient for (1ITnll) to be bounded, 
where the Tn's are bounded linear operators from a Banach into a 
normed space. It has various (simple and deeper) applications in 
analysis, for instance in connection with Fourier series (cf. 4.7-5), weak 
convergence (Secs. 4.8, 4.9), summability of sequences (Sec. 4.10), 
numerical integration (Sec. 4.11), etc. 

3. Open mapping theorem 4.12-2. This theorem states that a 
bounded linear operator T from a Banach space onto a Banach space 
is an open mapping, that is, maps open sets onto open sets. Hence if T 
is bijective, T- 1 is continuous ("bounded inverse theorem "). 

4. Closed graph theorem 4.13-2. This theorem gives conditions 
under which a closed linear operator (cf. 4.13-1) is bounded. Closed 
linear operators are of importance in physical and other applications. 
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4.1 Zorn's Lemma 

We shall need Zorn's lemma in the proof of the fundamental Hahn­
Banach theorem, which is an extension theorem for linear functionals 
and is important for reasons which we shall state when we formulate 
the theorem. Zorn's lemma has various applications. Two of them will 
be shown later in this section. The setting for the lemma is a partially 
ordered set: 

4.1-1 Definition (Partially ordered set, chain). A partially ordered set 
is a set M on which there is defined a partial ordering, that is, a binary 
relation which is written ~ and satisfies the conditions 

(POl) 

(P02) 

(P03) 

a ~ a for every a EM. 

If a ~ band b ~ a, then a = b. 

If a ~ band b ~ c, then a ~ c. 

(Reflexivity) 

(Antisymmetry) 

(Transitivity) 

"Partially"emphasizes that M may contain elements a and b for which 
neither a ~ b nor b ~ a holds. Then a and b are called incomparable 
elements. In contrast, two elements a and b are called comparable 
elements if tqey satisfy a ~ b or b ~ a (or both). 

A totally ordered set or chain is a partially ordered set such that 
every two elements of the set are comparable. In other words, a chain 
is a partially ordered set that has no incomparable elements. 

An upper bound of a subset W of a partially ordered set M is an 
element u E M such that 

x~u for every x E W. 

(Depending on M and W, such a u mayor may not exist.) A maximal 
element of M is an mE M such that 

m~x implies m=x. 

(Again, M mayor may not have maximal elements. Note further that a 
maximal element need not be an upper bound.) • 

Examples 

4.1-2 Real numbers. Let M be the set of all real numbers and let 
x ~ y have its usual meaning. M is totally ordered. M has no maximal 
elements. 
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4.1-3 Power set. Let @l(X) be the power set (set of all subsets) of a 
given set X and let A ~ B mean A c B, that is, A is a subset of B. 
Then @l(X) is partially ordered. The only maximal element of @l(X) is 
X. 

4.1-4 n-tuples of numbers. Let M be the set of all ordered n-tuples 
x = (6, .. " ~n), y = (1}1, ••• , 1}n), ... of real numbers and let x ~ y 
mean ~j ~ 1}j for every j = 1, ... , n, where ~j ~ 1}j has its usual meaning. 
This defines a partial ordering on M. 

4.1-5 Positive integers. Let M = N, the set of all positive integers. 
Let m ~ n mean that m divides n. This defines a partial ordering on N. 

Some further examples are given in the problem set. See also G. 
Birkhoff (1967). 

Using the concepts defined in 4.1-1, we can now formulate Zorn's 
lemma, which we regard as an axiom. 1 

4.1-6 Zorn's lemma. Let M>'= 0 be a partially ordered set. Suppose 
that every chain C c M has an upper bound. Then M has at least one 
maximal element. 

Applications 

4.1-7 Hamel basis. Every vector space X>'= {O} has a Hamel basis. (Cf. 
Sec. 2.1.) 

Proof. Let M be the set of all linearly independent subsets of X. 
Since X>'={O}, it has an element x>'=O and {x}EM, so that M>'= 0. Set 
inclusion defines a partial ordering on M; cf. 4.1-3. Every chain Cc M 
has an upper bound, namely, the union of all subsets of X which are 
elements of C. By Zorn's lemma, M has a maximal element B. We 
show that B is a Hamel basis for X. Let Y = span B. Then Y is a 
subspace of X, and Y = X since otherwise B U {z}, Z E X, z4: Y, would 
be a linearly independent set containing B as a proper subset, contrary 
to the maximality of B. • 

I The name "lemma" is for historical reasons. Zorn's lemma can be derived from the 
axiom of choice, which states that for any given set E, there exists a mapping c ("choice 
function") from the power set @l(E) into E such that if BeE, B¢ 0, then c(B)eB. 
Conversely, this axiom follows from Zorn's lemma, so that Zorn's lemma and the axiom 
of choice can be regarded as equivalent axioms. 
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4.1-8 Total orthonormal set. In every Hilbert space H.e{O} there 
exists a total orthonormal set. (Cf. Sec. 3.6.) 

Proof. Let M be the set of all orthonormal subsets of H. Since 
H~ {O}, it has an element x~ 0, and an orthonormal subset of H is {y}, 
where y = IIxll- 1 x. Hence M ~ 0. Set inclusion defines a partial ordering 
on M. Every chain C c M has an upper bound, namely, the union of 
all subsets of X which are elements of C. By Zorn's lemma, M has a 
maximal element F. We prove that F is total in H. Suppose that this is 
false. Then by Theorem 3.6-2 there exists a nonzero Z E H such that 
z .iF. Hence Fl = FU{e}, where e = Ilzll-lz. is orthonormal, and F is a 
proper subset of Fl' This contradicts the maximality of F. I 

Problems 

1. Verify the statements in Example 4.1-3. 

2. Let X be the set of all real-valued functions x on the interval [0,1], 
and let x;a y mean that x(t);a y(t) for all t E [0, 1]. Show that this 
defines a partial ordering. Is it a total ordering? Does X have maximal 
elements? 

3. Show that the set of all complex numbers z = x + iy, w = u + iv, ... can 
be partially ordered by defining z;a w to mean x;a u and y ;a v, where 
for real numbers, ;a has its usual meaning. 

4. Find all maximal elements of M with respect to the partial ordering in 
Example 4.1-5, where M is (a) {2, 3,4, 8}, (b) the set of all prime 
numbers. 

5. Prove that a finite partially ordered set A has at least one maximal 
element. 

6. (Least element, greatest element) Show that a partially ordered set M 
can have at most one element a such that a;a x for all x E M and at 
most one element b such that x;a b for all x E M. [If such an a (or b) 
exists, it is called the least element (greatest element, respectively) of 
M.] 

7. (Lower bound) A lower bound of a subset A ~ 0 of a partially 
ordered set M is an x E M such that x ;a y for all YEA. Find upper and 
lower bounds of the subset A = {4, 6} in Example 4.1-5. 
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8. A greatest lower bound of a subset A;f:. 0 of a partially ordered set M 
is a lower bound x of A such that I ~ x for any lower bound I of A; we 
write x = g.l.b.A = inf A. Similarly, a least upper bound y of A, written 
y = l.u.b.A = sup A, is an upper bound y of A such that y ~ u for any 
upper bound u of A. (a) If A has a g.l.b., show that it is unique. 
(b) What are g.l.b. {A, B} and l.u.b. {A, B} in Example 4.1-3? 

9. (Lattice) A lattice is a partially ordered set M such that any two 
elements x, y of M have a g.l.b. (written X" y) and a l.u.b. (written 
x v y). Show that the partially ordered set in Example 4.1-3 is a lattice, 
where A"B=AnB and AvB=AUB. 

10. A minimal element of a partially ordered set M is an x E M such that 
y ~ x implies y = x. Find all minimal elements in Prob. 4(a). 

4.2 Hahn-Banach Theorem 

The Hahn-Banach theorem is an extension theorem for linear func­
tionals. We shall see in the next section that the theorem guarantees 
that a normed space is richly supplied with bounded linear functionals 
and makes possible an adequate theory of dual spaces, which is an 
essential part of the general theory of normed spaces. In this way the 
Hahn-Banach theorem becomes one of the most important theorems 
in connection with bounded linear operators. Furthermore, our discus­
sion will show that the theorem also characterizes the extent to which 
values of a linear functional can be preassigned. The theorem was 
discovered by H. Hahn (1927), rediscovered in its present more 
general form (Theorem 4.2-1) by S. Banach (1929) and generalized to 
complex vector spaces (Theorem 4.3-1) by H. F. Bohnenblust and A. 
Sobczyk (1938); cf. the references in Appendix 3. 

Generally speaking, in an extension problem one considers a 
mathematical object (for example, a mapping) defined on a subset Z of 
h given set X and one wants to extend the object from Z to the entire 
set X in such a way that certain basic properties of the object continue 
to hold for the extended object. 

In the Hahn-Banach theorem, the object to be extended is a linear 
functional f which is defined on a subspace Z of a vector space X and 
has a certain boundedness property which will be formulated in terms 
of a sublinear functional. By definition, this is a real-valued functional 
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p on a vector space X which is subadditive, that is, 

(1) p(x + y) ~ p(x) + p(y) for all x, y E X, 

and positive-homogeneous, that is, 

(2) p(ax) = ap(x) for all a ~ 0 in R and x E X. 

(Note that the norm on a normed space is such a functional.) 
We shall assume that the functional f to be extended is majorized 

on Z by such a functional p defined on X, and we shall extend f from 
Z to X without losing the linearity and the majorization, so that the 
extended functional i on X is still linear and still majorized by p. This 
is the crux of the theorem. X will be real; a generalization of the 
theorem that includes complex vector spaces follows in the next 
section. 

4.2-1 Hahn-Banach Theorem (Extension of linear functionals). Let 
X be a real vector space and p a sub linear functional on X. Furthermore, 
let f be a linear functional which is defined on a subspace Z of X and 
satisfies 

(3) f(x)~p(x) for all x E Z. 

Then f has a linear extension i from Z to X satisfying 

(3*) i(x)~p(x) for all x EX, 

that is, f is a linear functional on X, satisfies (3*) on X and f(x) = f(x) 
for every x E Z. 

Proof. Proceeding stepwise, we shall prove: 
(a) The set E of all linear extensions g of f satisfying 

g(x) ~ p(x) on their domain g,(g) can be partially ordered and Zorn's 
lemma yields a maximal element i of E. 

(b) .f is defined on the entire space X. 
(c) An auxiliary relation which was used in (b). 

We start with part 

(a) Let E be the set of all linear extensions g of f which 
satisfy the condition 

g(x) ~ p(x) for all x E g,(g) 
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Clearly, E;I= 0 since fEE. On E we can define a partial ordering by 

meaning h is an extension of g, 

that is, by definition, g,(h) :::>g,(g) and h(x) = g(x) for every x Eg,(g). 
For any chain C c E we now define g by 

g(x) = g(x) if x Eg,(g) (gE C). 

g is a linear functional, the domain being 

g,(g) = U g,(g), 
geC 

which is a vector space since C is a chain. The definition of g is 
unambiguous. Indeed, for an x E g,(gl) n g,(g2) with gb g2 E C we have 
gl(X) = g2(X) since C is a chain, so that gl ~ g2 or g2 ~ gl. Clearly, g ~ g 
for all g E C. Hence g is an upper bound of C. Since C c E was 
arbitrary, Zorn's lemma thus implies that E has a maximal element f 
By the definition of E, this is a linear extension of f which satisfies 

(4) /(x)~p(x) 

(b) We now show that g,(/) is all of X. Suppose that this is 
false. Then we can choose a Yl E X -g,(/) and consider the subspace Yl 
of X spanned by g,(j) and Yl. Note that Yl;l= 0 since 0 E g,(/). Any 
x E Yl can be written 

x = y+aYl 

This representation is unique. In fact, Y + aYl = Y + ~Yl with Y E g,(/) 
implies y-y=(~-a)Yb where Y-YEg,(j) whereas YlE!:~(/), so that 
the only solution js Y - Y = 0 and ~ - a = O. This means uniqueness. 

A functional gl on Yl is defined by 

(5) 

where c is any real constant. It is not difficult to see that gl is linear. 
Furthermore, for a = 0 we have gl(Y) = /(Y). Hence gl is a proper 
extension of 1. that is, an extension such that g,(/) is a proper subset of 
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2lJ(gl)' Consequently, if we can prove that gl E E by showing that 

(6) 

this will contradict the maximality of f, so that 2lJ(/) ~ X is false and 
2lJ(/) = X is true. 

(c) Accordingly, we must finally show that gl with a 
suitable c in (5) satisfies (6). 

We consider any Y and z in 2lJ(/). From (4) and (1) we obtain 

f(y)- f(z) = /(y- z)~p(y - z) 

= p(y + Yl- YI- z) 

~ p(y + Yl) + P(-Yl - z). 

Taking the last term to the left and the term f(y) to the right, we have 

(7) -P(-YI - z) - f(z) ~ p(y + YI) -/(Y), 

where YI is fixed. Since Y does not appear on the left and z not on the 
right, the inequality continues to hold if we take the supremum over 
z E2lJ(/) on the left (call it rno) and the infimum over Y E2lJ(/) on the 
right, call it mI' 'F'hen rno~ ml and for a c with mo~ c ~ ml we have 
from (7) 

(8a) 

(8b) 

-P(-YI - z) -/(z) ~ c 

c ~ p(y + YI) -/(Y) 

for all z E 2lJ(/) 

for all Y E 2lJ(/). 

We prove (6) first for negative a in (5) and then for positive a. For 
a <0 we use (8a) with z replaced by a-1y, that is, 

Multiplication by -a> 0 gives 
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From this and (5), using y + aYl = x (see above), we obtain the desired 
inequality 

For a = 0 we have x E ~ (/) and nothing to prove. For a > 0 we use (8b) 
with y replaced by a -1 y to get 

Multiplication by a> 0 gives 

( 1 ) - -ac~ap ~y+Yl -f(y)=p(x)-f(y)· 

From this and (5), 

g1(X) = l(y) + ac ~ p(x). • 
Could we get away without Zorn's lemma? This question is of 

interest, in particular since the lemma does not give a method of 
construction. If in (5) we take f instead of 1. we obtain for each real c a 
linear extension gl· of f to the subspace Zl spanned by ~(f) U {Yl}, and 
we can choose c so that gl(X)~P(x) for all XEZI, as may be seen 
from part (c) of the proof with 1 replaced by f. If X = ZI, we are done. 
If X;6. ZI, we may take a Y2 E X - Z1 and repeat the process to extend f 
to Z2 spanned by Z1 and Y2, etc. This gives a sequence of subspaces ~ 
each containing the preceding, and such that f can be extended linearly 
from one to the next and the extension gj satisfies gj (x) ~ p(x) for all 
XE~. If 

n 

X=U ~, 
j=1 

we are done after n steps, and if 

X=U ~, 
j=1 
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we can use ordinary induction. However, if X has no such representa­
tion, we do need Zorn's lemma in the proof presented here. 

Of course, for special spaces the whole situation may become 
simpler. Hilbert spaces are of this type, because of the Riesz represen­
tation 3.8-1. We shall discuss this fact in the next section. 

Problems 
1. Show that the absolute value of a linear functional has the properties 

expressed in (1) and (2). 

2. Show that a norm on a vector space X is a sub linear functional on X. 

3. Show that p(x) = lim ~n' where x = (~n) E r, ~n real, defines a sublinear 
functional on l~. n-->~ 

4. Show that a sublinear functional p satisfies p(O)=O and p(-x)~-p(x). 

5. (Convex set) If p is a sub linear functional on a vector space X, show 
that M={x Ip(x)~y, y>O fixed}, is a convex set. (Cf. Sec. 3.3.) 

6. If a sub additive functional p on a normed space X is continuous at 0 
and p(O) = 0, show that p is continuous for all x E X. 

7. If Pi and P2 are sublinear functionals on a vector space X and Ci and C2 

are positive constants, show that p = CiPi + C2P2 is sublinear on X. 

8. If a sub additive functional defined on a normed space X is nonnegative 
outside a sphere {x Illxll = r}, show that it is nonnegative for all x E X. 

9. Let p be a sublinear functional on a real vector space X. Let f be 
defined on Z = {x E X I x = axo, a E R} by f(x) = ap(xo) with fixed 
Xo E X. Show that f is a linear functional on Z satisfying 
f(x)~p(x). 

10. If p is a sublinear functional on a real vector space X, show that there 
exists a linear functional f on X such that -p(-x)~f(x)~p(x). 

4.3 Hahn-Banach Theorem for Complex Vector 
Spaces and Normed Spaces 

The Hahn-Banach theorem 4.2-1 concerns real vector spaces. A 
generalization that includes complex vector spaces was obtained by H. 
F. Bohnenblust and A. Sobczyk (1938): 
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4.3-1 Hahn-Banach Theorem (Generalized). Let X be a real or com­
plex vector space and p a real-valued functional on X which is subaddi­
tive, that is, for all x, y EX, 

(1) p(x+y)~p(x)+p(y) 

(as in Theorem 4.2-1), and for every scalar a satisfies 

(2) p(ax) = lal p(x). 

Furthermore, let f be a linear functional which is defined on a subspace Z 
of X and satisfies 

(3) If(x)1 ~ p(x) for all x E Z. 

Then f has a linear extension 1 from Z to X satisfying 

(3*) 11(x)l~p(x) for all x EX. 

Proof. (a) Real vector space. If X is real, the situation is simple. 
Then (3) implies f(x)~p(x) for all xEZ. Hence by the Hahn-Banach 
theorem 4.2-1 there is a linear extension 1 from Z to X such that 

(4) l(x) ~ p(x) for all x EX. 

From this and (2) we obtain 

-l(x) = l(-x)~p(-x) = 1-1Ip(x) = p(X), 

that is, l(x) ~ -p(x). Together with (4) this proves (3*). 

(b) Complex vector space. Let X be complex. Then Z is 
a complex vector space, too. Hence f is complex-valued, and we can 
write 

XEZ 

where f1 and f2 are real-valued. For a moment we regard X and Z as 
real vector spaces and denote them by Xr and Zr, respectively; this 
simply means that we restrict multiplication by scalars to real numbers 
(instead of complex numbers). Since f is linear on Z and f1 and f2 are 
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real-valued, It and h are linear functionals on 2,.. Also f1(X) ~ If(x)1 
because the real part of a complex number cannot exceed the absolute 
value. Hence by (3), 

for all x E 2,.. 

By the Hahn-Banach theorem 4.2-1 there is a linear extension 11 of /1 
from Zr to Xr such that 

(5) for all x E X r • 

This takes care of f1 and we now turn to f2. Returning to Z and using 
/ = /1 + if2' we have for every x E Z 

The real parts on both sides must be equal: 

(6) XEZ. 

Hence if for all x E X we set 

(7) XEX, 

we see from (6) that j(x) = /(x) on Z. This shows that 1 is an extension 
of / from Z to X. Our remaining task is to prove that 

(i) 1 is a linear functional on the complex vector space X, 
(ii) 1 satisfies (3*) on X. 

That (i) holds can be seen from the following calculation which uses (7) 
and the linearity of 11 on the real vector space X r ; here a + ib with real 
a and b is any complex scalar: 

1«a + ib )x) = 11(ax + ibx) - il1(iax - bx) 

= aI1(x) + bI1(ix) - i[aI1(ix) - b!1(X)] 

= (a + ib )[f1(X) - i!1(iX)] 

= (a + ib )!(x). 

We prove (ii). For any x such that j(x) = 0 this holds since 
p(x) ~ 0 by (1) and (2); cf. also Prob. 1. Let x be such that j(x) c/- 0, 
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Then we can write, using the polar form of complex quantities, 

thus 

Since 1!(x)1 is real, the last expression is real and thus equal to its real 
part. Hence by (2), 

This completes the proof. I 

Although the Hahn-Banach theorem says nothing directly about 
continuity, a principal application of the theorem deals with bounded 
linear functionals. This brings us back to normed spaces, which is our 
main concern. In fact, Theorem 4.3-1 implies the basic 

4.3-2 Hahn-Banach Theorem (Normed spaces). Let f be a bounded 
linear functional on a subspace Z of a normed space X. Then there exists 
a bounded linear functional! on X which is an extension of f to X and 
has the same norm, 

(8) 11!llx = Ilfllz 

where 

fl!llx = sup 1!(x)l, Ilfllz = SUp If(x)1 
"eX 

11,,11=1 

(and Ilfllz = 0 in the trivial case Z = {O}). 

"eZ 
11"11=1 

Proof. If Z = {O}, then f = 0, and the extension is ! = O. Let 
Z~ {O}. We want to use Theorem 4.3-1. Hence we must first discover a 
suitable p. For all x E Z we have 

If(x)1 ~ Ilfllz Ilxll· 

This is of the form (3), where 

(9) p(x) = Ilfllz Ilxll· 
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We see that p is defined on all of X. Furthermore, p satisfies (1) on X 
since by the triangle inequality, 

p(x + y) = 1IIIIz Ilx + YII~ 1IIIIz(llxll+llyID = p(x)+ p(y). 

p also satisfies (2) on X because 

p(ax) = 1IIIIz Ilaxll = lallllliz Ilxll = lal p(x). 

Hence we can now apply Theorem 4.3-1 and conclude that there exists 
a linear functional 1 on X which is an extension of I and satisfies 

l/(x)1 ~ p(x) = 1IIIIz Ilxll XEX. 

Taking the supremum over all x E X of norm 1, we obtain the 
inequality 

11111x = sup l/(x)1 ~ 11111z. 
xeX 
IIxll=l 

Since under an extension the norm cannot decrease, we also have 
Ilnlx 6:;; 11111z. Together we obtain (8) and the theorem is proved. I 

In special cases the situation may become very simple. Hilbert 
spaces are of this type. Indeed, if Z is a closed subspace of a Hilbert 
space X = H, then I has a Riesz representation 3.8-1, say, 

I(x) = (x, z) ZEZ 

where Ilzll = 11111. Of course, since the inner product is defined on all of 
H, this gives at once a linear extension 1 of I from Z to H, and 1 has 
the same norm as I because 11111 = Ilzll = IIIII by Theorem 3.8-1. Hence in 
this case the extension is immediate. 

From Theorem 4.3-2 we shall now derive another useful result 
which, roughly speaking, shows that the dual space X' of a normed 
space X consists of sufficiently many bounded linear functionals to 
distinguish between the points of X. This will become essential in 
connection with adjoint operators (Sec. 4.5) and so-called weak con­
vergence (Sec. 4.8). 
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4.3-3 Theorem (Bounded linear functionals). Let X be a normed 
space and let xo of: 0 be any element of X. Then there exists a bounded 
linear functional I on X such that 

11/11= 1, 

Proof. We consider the subspace Z of X consisting of all ele­
ments x = axo where a is a scalar. On Z we define a linear functional f 
by 

(10) f(x} = f(axo} = a Ilxoll. 

f is bounded and has norm Ilfll = 1 because 

If(x}1 = If(axo}1 = la Illxoll = Ilaxoll = Ilxll· 

Theorem 4.3-2 implies that f has a linear extension I from Z to X, of 
norm II1II = Ilfll = 1. From (10) we see that I(xo} = f(xo} = Ilxoll. I 

4.3-4 Corollary (Norm, zero vector). For every x in a normed space 
X we have 

(11) 
If(x}1 

Ilxll = :~E, lif· 
f+O 

Hence if xo is such that f(xo} = 0 for all f EX', then xo = O. 

Proof. From Theorem 4.3-3 we have, writing x for xo, 

sup If(x}1 ~ l/(x}1 = I!.:.!! = Ilxll 
feX' Ilfll - Ilnl 1 ' 
f+O 

and from If(x}1 ~ Ilfllllxll we obtain 

I 
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Problems 

1. (Seminorm) Show that (1) and (2) imply p(O) = 0 and p(x) E;; 0, so that 
p is a seminorm (cf. Prob. 12, Sec. 2.3). 

2. Show that (1) and (2) imply Ip(x)-p(y)l~p(x-y). 

3. It was shown that f defined by (7) is a linear functional on the complex 

vector space X. Show that for this purpose it suffices to prove that 
f(ix) = if(x). 

4. Let p be defined on a vector space X and satisfy (1) and (2). Show that 
for any given Xo E X there is a linear functional f on X such that 
f(xo) = p(xo) and If(x)1 ~ p(x) for all x EX. 

5. If X in Theorem 4.3-1 is a normed space and p(x)~ k Ilxll for some 
k > 0, show that Ilnl ~ k. 

6. To illustrate Theorem 4.3-2, consider a functional f on the Euclidean 
plane R2 defined by f(x) = !rl€l + !r2€2' X = (€h €2), its linear extensions 
f to R 3 and the corresponding norms. 

7. Give another proof of Theorem 4.3-3 in the case of a Hilbert space. 

8. Let X be a normed space and X' its dual space. If X¢{O}, show that X' 
cannot be {O}. 

9. Show that for a separable normed space X, Theorem 4.3-2 can be 
proved directly, without the use of Zorn's lemma (which was used 
indirectly, namely, in the proof of Theorem 4.2-1). 

10. Obtain the second statement in 4.3-4 directly from 4.3-3. 

11. If f(x) = f(y) for every bounded linear functional f on a normed space 
X, show that x = y. 

12. To illustrate Theorem 4.3-3, let X be the Euclidean plane R2 and find 
the functional 1. 

13. Show that under the assumptions of Theorem 4.3-3 there is a bounded 
linear functional! on X such that II!II = IIxolI-1 and !(xo) = 1. 

14. (Hyperplane) Show that for any sphere S(O; r) in a normed space X 
and any point XoES(O;r) there is a hyperplane Ho3Xo such that the 
ball B(O; r) lies entirely in one of the two half spaces determined by 
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Ho. (Cf. Probs. 12, 15, Sec. 2.8.) A simple illustration is shown in Fig. 
39. 

15. If Xo in a normed space X is such that If(xo)1 ~ c for all f E X' of norm 
1, show that Ilxoll ~ c. 

Ho 

Fig. 39. lllustration of Frob. 14 in the case of the Euclidean plane R2 

4.4 Application to Bounded Linear 
Functionals on C[a, b] 

The Hahn-Banach theorem 4.3-2 has many important applications. 
One of them was considered in the preceding section. Another one will 
be presented in this section.2 In fact, we shall use Theorem 4.3-2 for 
obtaining a general representation formula for bounded linear func­
tionals on C[a, b], where [a, b] is a fixed compact interval. The 
significance of such general representations of functionals on special 
spaces was explained at the end of Sec. 2.10. In the present case the 
representation will be in terms of a Riemann-Stieltjes integral. So let 
us recall the definition and a few properties of this integral, which is a 
generalization of the familiar Riemann integral. We begin with the 
following concept. 

A function w defined on [a, b] is said to be of bounded variation 
on [a, b] if its total variation Var(w) on [a, b] is finite, where 

(1) 
n 

Var(w) = sup L Iw(tj)-w(tj-I)I, 
j-I 

2 This section is optional. It will be needed only once (namely, in Sec. 9.9). 
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the supremum being taken over all partitions 

(2) a=to<h<··· <tn=b 

of the interval [a, b]; here, n EN is arbitrary and so is the choice of 
values h, ... , tn - 1 in [a, b] which, however, must satisfy (2). 

Obviously, all functions of bounded variation on [a, b] form a 
vector space. A norm on this space is given by 

(3) Ilwll= Iw(a)l+ Var(w). 

The normed space thus defined is denoted by BV[a, b], where BV 
suggests "bounded variation." 

We now obtain the concept of a Riemann-Stieltjes integral as 
follows. Let x E C[a, b] and WE BV[a, b]. Let Pn be any partition of 
[a, b] given by (2) and denote by 'I'/(Pn ) the length of a largest interval 
[tj-t. tj], that is, 

For every partition Pn of [a, b] we consider the sum 

n 

(4) s(Pn ) = L x(tj)[ w(tj) - W(tj-l)]. 
j=l 

There exists a number .1 with the property that for every e > 0 there is 
a 8>0 such that 

(5) 

implies 

(6) 

.1 is called the Riemann-Stieltjes integral of x over [a, b] with respect 
to wand is denoted by 

(7) r x(t) dw(t). 

Hence we can obtain (7) as the limit of the sums (4) for a sequence 
(Pn ) of partitions of [a, b] satisfying 'I'/(Pn ) ~ 0 as n ~ 00; cf. (5). 
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Note that for w(t) = t, the integral (7) is the familiar Riemann 
integral of x over [a, b]. 

Also, if x is continuous on [a, b] and w has a derivative which is 
integrable on [a, b], then 

(8) r x(t) dw(t) = r x(t)w'(t) dt 

where the prime denotes differentiation with respect to t. 
The integral (7) depends linearly on x E C[a, b], that is, for all 

Xl> X2 E C[a, b] and scalars a and (3 we have 

The integral also depends linearly on wEB V[ a, b]; that is, for all 
Wl> W2 E BV[a, b] and scalars 'Y and [) we have 

We shall also need the inequality 

(9) I r b x(t) dw(t) I ~ max Ix(t)1 Var( w), Ja teJ 

where J = [a, b]. We note that this generalizes a familiar formula from 
calculus. In fact, if w(t) = t, then Var( w) = b - a and (9) takes the form 

I rb x(t) dtl ~ max Ix(t)1 (b - a). Ja teJ 

The representation theorem for bounded linear functionals on 
qa, b] by F. Riesz (1909) can now be stated as follows. 

4.4-1 Riesz's Theorem (Functionals on C[a, b]). Every bounded 
linear functional f on qa, b] can be represented by a Riemann-Stieltjes 
integral 

(10) f(x) = r x(t) dw(t) 
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where w is of bounded variation on [a, b] and has the total variation 

(11) Var(w)=llfll· 

Proof. From the Hahn-Banach theorem 4.3-2 for normed spaces 
we see that f has an extension f from C[a, b] to the normed space 
B [a, b] consisting of all bounded functions on [a, b] with norm defined 
by 

Ilxll = sup Ix(t)1 J=[a,b]. 
tEI 

Furthermore, by that theorem, the linear functional f is bounded and 
has the same norm as f, that is, 

Ilnl=llfll. 

We define the function w needed in (10). For this purpose we 
consider the function Xt shown in Fig. 40. This function is defined on 
[a, b] and, by definition, is 1 on [a, t] and 0 otherwise. Clearly, 
Xt E B[a, b]. We mention that Xt is called the characteristic function of 
the interval [a, t]. Using Xt and the functional f, we define w on [a, b] 
by 

w(a)= 0 tE(a,b]. 

We show that this function w is of bounded variation and Var(w)~llfll. 
For a complex quantity we can use the polar form. In fact, setting 

() = arg (, we may write 

(= 1(1 e«() where {
1 if (= 0 

e«()= . 
e,a if (¥= O. 

t 
a b 

Fig. 40. The function x, 
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We see that if e~ 0, then lei = e/e i8 = ee- i8• Hence for any e, zero or 
not, we have 

(12) lei = e e(e), 

where the bar indicates complex conjugation, as usual. For simplifying 
our subsequent formulas we also write 

and XII = Xj. In this way we avoid subscripts of sUbscripts. Then, by (12), 
for any partition (2) we obtain 

n n 

L Iw(tj ) - w(tj-I)I = 1!(xI)1 + L I!<xj) -!(xj-I)I 
j=1 j=2 

n 

= et!(XI)+ L el!(xj)-!<Xj-I)] 
j=2 

On the right, II~I =; IIIII (see before) and the other factor II· . ·11 equals 1 
because lejl = 1 and from the definition of the x/s we see that for each 
t E [a, b] only one of the terms Xl. X2 - Xl. ... is not zero (and its norm 
is 1). On the left we can now take the supremum over all partitions of 
[a, b]. Then we have 

(13) Var(w)~II/II· 

Hence w is of bounded variation on [a, b]. 
We prove (10), where X E C[a, b]. For every partition Pn of the 

form (2) we define a function, which we denote simply by Zn [instead 
of z(Pn ) or zPn ' say], keeping in mind that Zn depends on Pn, not merely 
on n. The defining formula is 

(14) 
n 

Zn = X(tO)XI + L X(;-I)[Xj - Xj-I]. 
j=2 
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Then Zn E B[a, b]. By the definition of w, 

(15) 

n 

!(zn) = x(tO)!(XI) + L X(tj-I)[!(Xj) -!(Xj-I)] 
j=2 

= x(tO)W(tI) + ! X(tj-I)[ w(tj ) - w(tj- I )] 
j=2 

n 

= L X(tj-I)[ w(tj ) - w(tj- I )], 
j=1 

where the last equality follows from w(to) = w(a) = O. We now choose 
any sequence (Pn ) of partitions of [a, b] such that .,,(Pn ) ~ 0; cf. (5). 
(Note that the tj in (15) depend on Pm a fact which we keep in mind 
without expressing it by a bulkier notation such as tj,n') As n ~ ClO, 

the sum on the right-hand side of (15) approaches the integral in (10), 
and (10) follows, provided /(zn) ~ /(x), which equals f(x) since 
x E qa, b]. 

We prove that /(Zn) ~ /(x). Remembering the definition of XI 
(see Fig. 40), we see that (14) yields zn(a) = x(a)' 1 since the sum in 
(14) is zero at t = a. Hence zn(a) - x(a) = O. Furthermore, by (14), if 
tj-I < t ~ tj, then we obtain zn(t) = X(tj-I) . 1; see Fig. 40. It follows that 
for those t, 

Consequently, if .,,(Pn ) ~ 0, then Ilzn - xii ~ 0 because x is con­
tinuous on [a, b], hence uniformly continuous on [a, b], since [a, b] 
is compact. The continuity of ! now implies that /(Zn) ~ !(x), and 
/(x) = f(x), so that (10) is established. 

We finally prove (11). From (10) and (9) we have 

If(x)1 ~max Ix(t)1 Var(w) = Ilxll Var(w). 
IEJ 

Taking the supremum over all x E C[a, b] of norm one, we obtain 
Ilfll~Var(w). Together with (13) this yields (11). I 

We note that w in the theorem is not unique, but can be made 
unique by imposing the normalizing conditions that w be zero at a and 
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continuous from the right: 

w(a) = 0, wet + 0) = w(t) (a<t<b). 

For details, see A. E. Taylor (1958), pp. 197-200. Cf. also F. Riesz 
and B. Sz.-Nagy (1955), p. 111. 

It is interesting that Riesz's theorem also served later as a starting 
point of the modern theory of integration. For further historical 
remarks, see N. Bourbaki (1955), p. 169. 

4.5 Adjoint Operator 

With a bounded linear operator T: X ~ Y on a normed space X we 
can associate the so-called adjoint operator TX of T. A motivation for 
TX comes from its usefulness in the solution of equations involving 
operators, as we shall see in Sec. 8.5; such equations arise, for 
instance, in physics and other applications. In the present section we 
define the adjoint operator T X and consider some of its properties, 
including its relation to the Hilbert-adjoine operator T* defined in 
Sec. 3.9. It is important to note that our present discussion depends on 
the Hahn-Banach theorem (via Theorem 4.3-3), and we would not get 
very far without it. 

We consider a bounded linear operator T: X ~ Y, where X 
and Yare normed. spaces, and want to define the adjoint operator T X 

of T. For this purpose we start from any bounded "linear functional g 
on Y. Clearly, g is defined for all Y E Y. Setting y = Tx, we obtain a 
functional on X, call it f: 

(1) f(x) = g(Tx) xEX. 

I is linear since g and T are linear. I is bounded because 

II(x)1 = Ig(Tx)1 ~ IlgllllTxl1 ~ IlgllllTllllxll· 

3 In the case of Hilbert spaces the adjoint operator T X is not identical with the 
Hilbert-adjoint operator T* of T (although T X and T* are then related as explained 
later in this section). The asterisk for the Hilbert-adjoint operator is almost standard. 
Hence one should not denote the adjoint operator by T*, because it is troublesome to 
have a notation mean one thing in a Hilbert space and another thing in the theory of 
general normed spaces. We use T X for the adjoint operator. We prefer this over the less 
perspicuous T' which is also used in the literature. 
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Taking the supremum over all x E X of norm one, we obtain the 
inequality 

(2) Ilfll~llgIIIITII· 

This shows that f EX', where X' is the dual space of X defined in 
2.10-3. By assumption, gE Y'. Consequently, for variable gE Y', for­
mula (1) defines an operator from Y' into X', which is called the 
adjoint operator of T and is denoted by TX. Thus we have 

(3) 

X'~Y' 

Note carefully that T X is an operator defined on Y' whereas the given 
operator T is defined on X. We summarize: 

4.5-1 Definition (Adjoint operator T X ). Let T: X -----+ Y be a 
bounded linear operator, where X and Yare normed spaces. Then the 
adjoint operator T X: Y' -----+ X' of T is defined by 

(4) f(x) = (TX g)(x) = g(Tx) (gE Y') 

where X' and Y' are the dual spaces of X and Y, respectively. 

Our tirst goal is to prove that the adjoint operator has the same 
norm as the operator itself. This property is basic, as we shall see later. 
In the proof we shall need Theorem 4.3-3, which resulted from the 
Hahn-Banach theorem. In this way the Hahn-Banach theorem is vital 
for establishing a satisfactory theory of adjoint operators, which in turn 
is an essential part of the general theory of linear operators. 

4.5-2 Theorem (Norm of the adjoint operator). The adjoint operator 
T X in Def. 4.5-1 is linear and bounded, and 

(5) 
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Proof. The operator T X is linear since its domain Y' is a vector 
space and we readily obtain 

(TX(agl + {3g2»(X) = (agl + {3g2)(Tx) 

= agl(Tx)+ {3g2(Tx) 

= a(TX gl)(X) + {3(TX g2)(X). 

We prove (5). From (4) we have f= TXg, and by (2) it follows that 

IITX gil = Ilfll ~ IlglIIITII· 

Taking the supremum over all g E Y' of norm one, we obtain the 
inequality 

(6) 

Hence to get (5), we must now prove IITxll~IITII. Theorem 4.3-3 
implies that for every nonzero Xo E X there is a go E Y' such that 

and 

Here, 80(Txo) = (TXgo)(xo) by the definition of the adjoint operator TX 

Writing fo = TX go, we thus obtain 

II Txoll = go(Txo) = fo(xo) 

~ Ilfolllixoll 
= II TX golllixoll 
~ IITXllllgollllxoll· 

Since Ilgoll = 1, we thus have for every XoE X 

(This includes Xo = 0 since TO = 0.) But always 

II Txoll ~ II Tlllixoll, 
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and here c = II Til is the smallest constant c such that II Txoll ~ cllxoll holds 
for all XoE X. Hence IITxl1 cannot be smaller than IITII, that is, we must 
have IITxll~IITII. This and (6) imply (5). I 

Let us illustrate the present discussion by matrices representing 
operators. This will also help the reader in setting up examples of his 
own. 

4.5-3 Example (Matrix). In n-dimensional Euclidean space R n a 
linear operator T: R n ~ R n can be represented by matrices, (cf. Sec. 
2.9) where such a matrix TE = (Tjk) depends on the choice of a basis 
E = {e1o .' •. , en} for R n , whose elements are arranged in some order 
which is kept fixed. We choose a basis E, regard x = (~1o· .. , ~n)' 
y = (1/10· .. , 1/n) as column vectors and employ the usual notation for 
matrix multiplication. Then 

n 

(7) in components 1/j = L Tjk9., 
k=l 

where j = 1, ... , n. Let F = {f1o ... , In} be the dual basis of E (cf. Sec. 
2.9). This is a basis for R n , (which is also Euclidean n-space, by 2.10-5). 
Then every gER n , has a representation 

Now by the definition of the dual basis we have h(y) = f/r. 1/kek) = 1/j. 

Hence by (7) we obtain 

n n n 

g(y) = g(TEx) = L aj1/j = L L ajTjk~k. 
j=l j=l k=l 

Interchanging the order of summation, we can write this in the form 

n 

(8) g(TEx) = L f3k~k 
k=l 

where 
n 

13k = L Tjkaj. 
j=l 

We may regard this as the definition of a functional I on X in terms of 
g, that is, 

n 

I(x) = g(TEx) = L f3k~k. 
k=l 
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Remembering the definition of the adjoint operator, we can write this 

in components, 
n 

{3k = L Tjkaj. 
j=l 

Noting that in {3k we sum with respect to the first subscript (so that we 
sum over all elements of a column of TE ), we have the following 
result. 

If T is represented by a matrix TE , then the adjoint operat~r T X is 
represented by the transpose of TE • 

We mention that this also holds if T is a linear operator from en 
into en. I 

In working with the adjoint operator, the subsequent formulas (9) 
to (12) are helpful; the corresponding proofs are left to the reader. Let 
S, TE B(X, Y); cf. Sec. 2.10. Then 

(9) 

(10) 

Let X, Y, Z be normed spaces and TE B(X, Y) and S E B(Y, Z). 
Then for the adjoint operator of the product ST we have (see Fig. 41) 

(11) 

TXSX 

Fig. 41. I~lustration of formula (11) 
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If TEB(X, Y) and T-I exists and T-IEB(Y,X), then (TXrI also 
exists, (TX)-I E B(X', Y') and 

(12) 

Relation between the adjoint operator T X and the Hllbert-adjoint 
operator T*. (Cf. Sec. 3.9.) We show that such a relation exists in the 
case of a bounded linear operator T: X ~ Y if X and Yare Hilbert 
spaces, say X = HI and Y = H 2 • In this case we first have (Fig. 42) 

(13) 

where, as before, the adjoint operator T X of the given operator Tis 
defined by 

(14) 
(a) 

(b) 

TXg=1 

g(Tx) = I(x) 

The new feature is that since I and g are functionals on Hilbert spaces, 
they have Riesz representations (cf. 3.8-1), say, 

(15) 
(a) 

(b) 

I(x) = (x, xo) 

g(y)=(y, Yo) 

and from Theorem 3.8-1 we also know that Xo and Yo are uniquely 
determined by I and g, respectively. This defines operators 

by 

by 

Ad=xo, 

From Theorem 3.8-1 we see that Al and A2 are bijective and 
isometric since IIAdl1 = Ilxoll = 11111, and similarly for A 2 • Furthermore, 
the operators Al and A2 are conjugate linear (cf. Sec. 3.1). In fact, if 
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0) T 0) ~ 

E 
T* 

Alt tA2 

G T X G E 

Fig. 42. Operators in formulas (13) and (17) 

we write fl(x) = (x, Xl) and !2(X) = (x, X2), we have for all x and scalars 
a,f3 

(16) 

(afl + f3f2)(x) = afl(x) + f3f2(x) 

= a(x, Xl)+ f3(x, X2) 

= (x, aXl + jiX2). 

By the definition of Al this shows conjugate linearity 

For A2 the proof is similar. 
Composition gives the operator (see Fig. 42) 

defined by T*yo= Xo· 

T* is linear since it involves two conjugate linear mappings, in 
addition to the linear operator TX. We prove that T* is indeed the 
Hilbert-adjoint operator of T. This is simple since from (14) to (16) we 
immediately have 

(Tx, Yo) = g(Tx) = f(x) = (x, xo) = (x, T*yo), 

which is (1) in Sec. 3.9, except for the notation. Our result is: 

Formula (17) represents the Hilbert-adjoint operator T* of a linear 
operator T on a Hilbert space in terms of the adjoint operator TX of T. 

Note further that IIT*II = IITII (Theorem 3.9-2) now follows im­
mediately from (5) and the isometry of Al and A 2 • I 
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To complete this discussion, we should also list some of the main 
differences between the adjoint operator T X of T: X ~ Y and the 
Hilbert-adjoint operator T* of T: Hi ~ H2 , where X, Yare 
normed spaces and Hi> H2 are Hilbert spaces. 

T X is defined on the dual of the space which contains the range of 
T, whereas T* is defined directly on the space which contains the range 
of T. This property of T* enabled us to define important classes of 
operators by the use of their Hilbert-adjoint operators (cf. 3.10-1). 

For T X we have by (10) 

(aTt=aTX 

but for T* we have by 3.9-4 

(aT)* = iiT*. 

In the finite dimensional case, T X is represented by the transpose 
of the matrix representing T, whereas T* is represented by the 
complex conjugate transpose of that matrix (for details, see 4.5-3 and 
3.10-2). 

Problems 

1. Show that the functional defined by (1) is linear. 

2. What are the adjoints of a zero operator 0 and an identity operator I? 

3. Prove (9). 

4. Prove (10). 

5. Prove (11). 

6. Show that (T"r =: (TXt. 

7. What formula for matrices do we obtain by combining (11) and 
Example 4.5-3? 

8. Prove (12). 

9. (Annihllator) Let X and Y be normed spaces, T: X - Y a 
bounded linear operator and -M = (¥t( T), the closure of the range of T. 
Show that (cf. Prob. 13, Sec. 2.10) 
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10. (Annihilator) Let B be a subset of the dual space X' of a normed 
space X. The annihilator aB of B is defined to be 

aB = {x E X I f(x) = 0 for all fEB}. 

Show that in Prob. 9, 

What does this mean with respect to the task of solving an equation 
Tx=y? 

4.6 Reflexive Spaces 

Algebraic reflexivity of vector spaces was discussed in Sec. 2.8. Reflex­
ivity of normed spaces will be the topic of the present section. But let 
us first recall what we did in Sec. 2.8. We remember that a vector 
space X is said to be algebraically reflexive if the canonical mapping 
c: X -----+ X** is surjective. Here X** = (X*)* is the second algebraic 
dual space of X and the mapping C is defined by x ~ &: where 

(1) g,,(j) = f(x) ([ E X* variable); 

that is, for any x E X the image is the linear functional gx defined by 
(1). If X is finite dimensional, then X is algebraically reflexive. This 
was shown in Theorem 2.9-3. 

Let us now turn to our actual task. We consider a normed space 
X, its dual space X' as defined in 2.10-3 and, moreover, the dual space 
(X'), of X'. This space is denoted by X" and is called the second dual 
space of X (or bidual space of X). 

We define a functional 8x on X' by choosing a fixed x E X and 
setting 

(2) g,,(f) = f(x) (fE X' variable). 

This looks like (1), but note that now f is bounded. And 8x turns out to 
be bounded, too, since we have the basic 
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4.6-1 Lemma (Norm. of Ix). For every fixed x in a normed space X, 
the functional gx defined by (2) is a bounded linear functional on X', so 
that &x E X", and has the norm 

(3) 11&x11=llxll· 

Proof. Linearity of gx is known from Sec. 2.8, and (3) follows 
from (2) and Corollary 4.3-4: 

(4) I 

To every x E X there corresponds a unique bounded linear func­
tional gx E X" given by (2). This defines a mapping 

C:X~X" 
(5) 

C is called the canonical mapping of X into X". We show that C is 
linear and injective and preserves the norm. This can be expressed in 
terms of an isomorphism of normed spaces as defined in Sec. 2.10: 

4.6-2 Lemma (Canonical mapping). The canonical mapping C given 
by (5) is an isomorphism of the normed space X onto the normed space 
Wt( C), the range of C. 

Proof. Linearity of C is seen as in Sec. 2.8 because 

gax+/3y(f) = f(ax + (3y) = af(x) + (3f(y) = a&x(f) + (3gy(f). 

In particular, &x - gy = &x-yo Hence by (3) we obtain 

This shows that C is isometric; it preserves the norm. Isometry implies 
injectivity. We can also see this directly from our formula. Indeed, if 
x ~ y, then &x ~ gy by axiom (N2) in Sec. 2.2. Hence C is bijective, 
regarded as a mapping onto its range. I 
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X is said to be embeddable in a normed space Z if X is 
isomorphic with a subspace of Z. This is similar to Sec. 2.8, but note 
that here we are dealing with isomorphisms of normed spaces, that is, 
vector space isomorphisms which preserve norm (cf. Sec. 2.10). 
Lemma 4.6-2 shows that X is embeddable in X", and C is also called 
the canonical embedding of X into X". 

In general, C will not be surjective, so that the range ~(C) will be 
a proper subspace of X". The surjective case when ~(C) is all of X" is 
important enough to give it a name: 

4.6-3 Definition (Reflexivity). A normed space X is said to be 
reflexive if 

~(C)=X" 

where C: X -----+ X" is the canonical mapping given by (5) and (2). I 

This concept was introduced by H. Hahn (1927) and called "re­
flexivity" by E. R. Lorch (1939). Hahn recognized the importance of 
reflexivity in his study of linear equations in normed spaces which was 
motivated by integral equations and also contains the Hahn-Banach 
theorem as well as the earliest investigation of dual spaces. 

If X is reflexive, it is isomorphic (hence isometric) with X", by 
Lemma 4.6-2. It is interesting that the converse does not generally 
hold, as R. C. James (1950, 1951) has shown. 

Furthermore, completeness does not imply reflexivity, but con­
versely we have 

4.6-4 Theorem (Completeness). If a normed space X is reflexive, it is 
complete (hence a Banach space). 

Proof. Since X" is the dual space of X', it is complete by 
Theorem 2.10-4. Reflexivity of X means that ~(C) = X". Complete­
ness of X now follows from that of X" by Lemma 4.6-2. I 

R n is reflexive. This follows directly from 2.10-5. It is typical of 
any finite dimensional normed space X. Indeed, if dim X < 00, then 
every linear functional on X is bounded (cf. 2.7-8), so that X' = X* 
and algebraic reflexivity of X (cf. 2.9-3) thus implies 

4.6-5 Theorem (Finite dimension). Every finite dimensional normed 
space is reflexive. 
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IP with 1 < P < +00 is reflexive. This follows from 2.10-7. Similarly, 
L P [a, b] with 1 < P < +00 is reflexive, as can be shown. It can also be 
proved that nonreflexive spaces are C[a, b] (cf. 2.2-5), ,1 (proof 
below), L 1[a, b], l'" (cf. 2.2-4) and the subspaces c and Co of 1=, where 
c is the space of all convergent sequences of scalars and Co is the space 
of all sequences of scalars converging to zero. 

4.6-6 Theorem (HUbert space). Every Hilbert space H is reflexive. 

Proof. We shall prove surjectivity of the canonical mapping 
C: H -----+ H" by showing that for every g E H" there is an x E H such 
that g = Cx. As a preparation we define A: H' -----+ H by Af = z, 
where z is given by the Riesz representation f(x) = (x, z) in 3.8-1. 
From 3.8-1 we know that A is bijective and isometric. A is conjugate 
linear, as we see from (16), Sec. 4.5. Now H' is complete by 2.10-4 
and a Hilbert space with inner product defined by 

Note the order of fb f2 on both sides. (IP1) to (IP4) in Sec. 3.1 is 
readily verified. In particular, (IP2) follows from the conjugate linear­
ity of A: 

Let g E H" be arbitrary. Let its Riesz representation be 

g(f) = (f, fO)1 = (Afo, Af). 

We now remember that f(x) = (x, z) where z = Af. Writing Afo = x, we 
thus have 

(Afo, At> = (x, z) = f(x). 

Together, g(f) = f(x), that is, g = Cx by the definition of C. Since 
g E H" was arbitrary, C is surjective, so that H is reflexive. I 

Sometimes separability and nonseparabili~y (cf. 1.3-5) can playa 
role in proofs that certain spaces are not reflexive. This connection 
between reflexivity and separability is interesting and quite simple. The 
key is Theorem 4.6-8 (below), which states tha~ separability of X' 
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implies separability of X (the converse not being generally true). 
Hence if a normed space X is reflexive, X" is isomorphic with X by 
4.6-2, so that in this case, separability of X implies separability of X" 
and, by 4.6-8, the space X' is also separable. From this we have the 
following result. 

A separable normed space X with a nonseparable dual space X' can­
not be reflexive. 

Example. [1 is not reflexive. 
Proof. [1 is separable by 1.3-10, but [11 = [OO is not; cf. 2.10-6 and 

1.3-9. 

The desired Theorem 4.6-8 will be obtained from the following 
lemma. A simple illustration of the lemma is shown in Fig. 43. 

4.6-7 Lemma (Existence of a functional). Let Y be a proper closed 
subspace of a normed space X. Let Xo E X - Y be arbitrary and 

(6) l) = !of 119 - xoll 
yeY 

the distance from Xo to Y. Then there exists an 1 E X' such that 

(7) 11/11= 1, I(y) = 0 for all y E Y, 

Proof. The idea of the proof is simple. We consider the subspace 
Z c X spanned by Y and xo, define on Z a bounded linear functional f 
by 

(8) f(z) = f(y + axo) = al) yE Y, 

show that f satisfies (7) and extend f to X by 4.3-2. The details are as 
follows. 

Every Z E Z = span (Y U {xo}) has a unique representation 

z = y+axo yE Y. 

This is used in (8). Linearity of f is readily seen. Also, since Y is 
closed, l) > 0, so that f#- O. Now a = 0 gives f(y) = 0 for all y E Y. For 
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3 
Xo 
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2 ~1 

Fig. 43. Illustration of Lemma 4.6-7 for the Euclidean space X = R3, where Y is 
represented by /;2=/;,/2, /;3=0 and xo=(l, 3, 0), so that 8=.J5, Z=span(YU{xo}) is 

the /;'/;2-piane and f(z) = (-/;, +2/;2)/.J5. 

a = 1 and Y = 0 we have f(xo) = l>. 
We show that I is bounded. a = 0 gives I(z) = O. Let a¥- O. Using 

(6) and noting that -(l/a)YE Y, we obtain 

I/(z)I=lall>=lal !nf Ily-xoll 
ye¥ 

1 
~Ialll- - y-xoll 

a 

= Ily + axoll, 

that is, If(z)1 ~ liz II· Hence I is bounded and IIIII ~ 1. 
We show that IIIII ~ 1. By the definition of an infimum, Y contains 

a sequence (Yn) such that llYn - xoll ~ l>. Let Zn = Yn - Xo. Then we 
have I(zn) = -l> by (8) with a = -1. Also 

I/(z)1 I/(zn)1 8 
11/11=~~gW~TzJ=llznll 

z+o 

~=1 
8 

as n ~ 00. Hence 11/116: 1, so that Ilfll = 1. By the Hahn-Banach 
theorem 4.3-2 for normed spaces we can extend I to X without 
increasing the norm. I 
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Using this lemma, we shall now obtain the desired 

4.6-8 Theorem (Separability). If the dual space X' of a normed space 
X is separable, then X itself is separable. 

Proof. We assume that X' is separable. Then the unit sphere 
u'={fillfll= l}cX' also contains a countable dense subset, say, (fn). 
Since fn E U', we have 

Ilfnll = sup Ifn(x)1 = 1. 
IIxll=l 

By the definition of a supremum we can find points Xn E X of norm 1 
such that 

Let Y be the closure of span (xn). Then Y is separable because Y has a 
countable dense subset, namely, the set of all linear combinations of 
the xn's with coefficients whose real and imaginary parts are rational. 

We show that Y = X. Suppose Y ¢ X. Then, since Y is closed, by 
Lemma 4.6-7 there exists an I E X' with 11/11= 1 and f(y) = 0 for all 
y E Y. Since Xn E Y, we have /(Xn) = 0 and for all n, 

1 -
2~ Ifn(xn)1 = Ifn(xn)- f(xn)1 

= I(fn - l)(xn)1 

~ Ilfn - fllllxnll, 

where Ilxnll = 1. Hence Ilfn - III ~~, but this contradicts the assumption 
that (fn) is dense in U' because I is itself in U'; in fact, 11/11=1. I 

Problems 

1. What are the functionals f and gx in (2) if X = R n? 

2. Give a simpler proof of Lemma 4.6-7 for the case that X is a Hilbert 
space. 

3. If a normed space X is reflexive, show that X' is reflexive. 
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4. Show that a Banach space X is reflexive if and only if its dual space X' 
is reflexive. (Hint. It can be shown that a closed subspace of a reflexive 
Banach space is reflexive. Use this fact, without proving it.) 

5. Show that under the assumptions of Lemma 4.6-7 there exists a 
bounded linear functional h on X such that 

Ilhll = 1/8, h(y) = 0 for all y E Y, 

6. Show that different closed subspaces Y1 and Y 2 of a normed space X 
have different annihilators. (Cf. Sec. 2.10, Prob. 13.) 

7. Let Y be a closed subspace of a normed space X such that every f E X' 
which is zero everywhere on Y is zero everywhere on the whole space 
X. Show that then Y = x. 

8. Let M be any subset of a normed space X. Show that an Xo E X is an 
element of A = span M if and only if f(xo) = 0 for every f E X' such that 

fIM=O. 

9. (Total set) Show that a subset M of a normed space X is total in X if 
and only if every f E X' which is zero everywhere on M is zero 
everywhere on X. 

10. Show that if a normed space X has a linearly independent subset of n 
elements, so does the dual space X'. 

4.7 Category Theorem. 

Uniform Boundedness Theorem 

The uniform boundedness theorem (or uniform boundedness principle) 
by S. Banach and H. Steinhaus (1927) is of great importance. In fact, 
throughout analysis there are many instances of results related to this 
theorem, the earliest being an investigation by H. Lebesgue (1909). 
The uniform boundedness theorem is often regarded as one of the 
corner stones of functional analysis in normed spaces, the others being 
the Hahn-Banach theorem (Sees. 4.2,4.3), the open mapping theorem 
(Sec. 4.12) and the closed graph theorem (Sec. 4.l3). Unlike the 
Hahn-Banach theorem, the other three of these four theorems require 
completeness. Indeed, they characterize some of tl1e most important-
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properties of Banach spaces which normed spaces in general may not 
have. 

It is quite interesting to note that we shall obtain all three 
theorems from a common source. More precisely, we shall prove the 
so-called Baire's category theorem and derive from it the uniform 
boundedness theorem (in this section) as well as the open mapping 
theorem (in Sec. 4.12). The latter will then readily entail the closed 
graph theorem (in Sec. 4.13). 

Baire's category theorem has various other applications in func­
tional- analysis and is the main reason why category enters into numer­
ous proofs; cf., for instance, the more advanced books by R. E. 
Edwards (1965) and J. L. Kelley and I. Namioka (1963). 

In Def. 4.7-1 we state the concepts needed for Baire's theorem 
4.7-2. Each concept has two names, a new name and an old one given 
in parentheses. The latter is on the way out because "category" is now 
being used for an entirely different mathematical purpose (which will 
not occur in this book). 

4.7-1 Definition (Category). A subset M of a metric space X is said 
to be 

(a) rare (or nowhere dense) in X if its closure !VI has no interior 
points (cf. Sec. 1.3), 

(b) meager (or of the first category) in X if M is the union of 
countably many sets each of which is rare in X, 

(c) nonmeager (or of the second category) in X if M is not meager 
in X. I 

4.7-2 Baire's Category Theorem (Complete metric spaces). If a met­
ric space X ¥ 0 is complete, it is nonmeager in itself. 

Hence if X ¥ 0 is complete and 

00 

(1) X= U Ak (Ak closed) 
k=l 

then at least one Ak contains a nonempty open subset. 

Proof. The idea of the proof is simple. Suppose the complete 
metric space X ¥ 0 were meager in itself. Then 

(1 *) X= U Mk 
k=l 
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with each Mk rare in X. We shall construct a Cauchy sequence (Pk) 
whose limit p (which exists by completeness) is in no M k , thereby 
contradicting the representation (1*). 

By assumption, Ml is rare in X, so that, by definition, Ml does not 
contain a nonempty open set. But X does (for instance, X itse,1f). This 
implies Ml -F X. Hence the complement M1C = X - Ml of Ml is not 
empty and open. We may thus choose a point PI in M1C and an open 
ball about it, say, 

By assumption, M2 is rare in X, so that M2 does not contain a 
nonempty open set. Hence it does not contain the open ball B(Pl; !Bl). 
This implies that M2c n B(Pl; !Bl) is not empty and open, so that we 
may choose an open ball in this set, say, 

By induction we thus obtain a sequence of balls 

such that Bk n Mk = 0 and 

k= 1,2,···. 

Since Bk < Tk, the sequence (Pk) of the centers is Cauchy and con­
verges, say, Pk ~ P E X because X is complete by assumption. Also, 
for every m and n> m we have Bn c B(Pm; !em), so that 

as n ~ 00. Hence P E Bm for every m. Since Bm c Mm c, we now see 
that P t Mm for every m, so that P t U Mm = X. This contradicts P E X. 
Baire's theorem is proved. I 

We note that the converse of Baire's theorem is not generally 
true. An example of an incomplete normed space which is nonmeager 
in itself is given in N. Bourbaki (1955), Ex. 6, pp. 3-4. 
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From Baire's theorem we shall now readily obtain the desired 
uniform boundedness theorem. This theorem states that if X is a 
Banach space and a sequence of operators Tn E B(X, Y) is bounded at 
every point x E X, then the sequence is uniformly bounded. In other 
words, pointwise boundedness implies boundedness in some stronger 
sense, namely, uniform boundedness. (The real number Cx in (2), 
below, will vary in general with x, a fact which we indicate by the 
subscript x; the essential point is that Cx does not depend on n.) 

4.7-3 Uniform Boundedness Theorem. Let (Tn) be a sequence of 
bounded linear operators Tn: X ---l> Y from a Banach space X into a 
normed space Y such that (1lTnxll> is bounded for every x E X, say, 

(2) n=1,2,··· , 

where Cx is a real number. Then the sequence of the norms IITnl1 is 
bounded, that is, there is a c such that 

(3) n=1,2,··· . 

Proof. For every kEN, let Ak c X be the set of all x such that 

for all n. 

Ak is closed. Indeed, for any x E Ak there is a sequence (Xj) in Ak 
converging to x. This means that for every fixed n we have II Tnxjll ~ k 
and obtain IITnxll~ k because Tn is continuous and so is the norm (cf. 
Sec. 2.2). Hence x E A k, and Ak is closed. 

By (2), each x E X belongs to some A k • Hence 

X= U A k • 
k=l 

Since X is complete, Baire's theorem implies that some Ak contains an 
open ball, say, 

(4) Bo=B(xo; r)cAko. 

Let x E X be arbitrary, not zero. We set 

(5) z =xo+-Yx 
r 

-Y=21Ixll· 
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Then Ilz-xoll<r, so that zEBo. By (4) and from the definition of Ako 
we thus have IITnzll~ ko for all n. Also IITnxoll~ ko since XoE Bo. From 
(5) we obtain 

1 
x =- (z-xo). 

'Y 

This yields for all n 

114 
IITnxl1 =-IITn(z - xo)II~- (1ITnzll+IITnxoID ~-llxll ko. 

'Y 'Y r 

Hence for all n, 

which is of the form (3) with c = 4ko/r. I 

Applications 

4.7-4 Space of polynomials. The normed space X of all polynomials 
with norm defined by 

(6) Ilxll = max lail 
i 

is not complete. 

(ao, ab ... the coefficients of x) 

Proof. We construct a sequence of bounded linear operators on 
X which satisfies (2) but not (3), so that X cannot be complete. 

We may write a polynomial x f:: 0 of degree Nx in the form 

00 

x(t)= L a/ 
i=O 

(For x = 0 the degree is not defined in the usual discussion of degree, 
but this does not matter here.) As a sequence of operators on X we 
take the sequence of functionals Tn = fn defined by 

(7) 
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fn is linear. fn is bounded since lail ~ Ilxll by (6), so that Ifn(x)1 ~ n Ilxll. 
Furthermore, for each fixed x E X the sequence (lfn(x)1) satisfies (2) 
because a polynomial x of degree Nx has Nx + 1 coefficients, so that by 
(7) we have 

Ifn(x)1 ~ (Nx + 1) max lail = Cx 
i 

which is of the form (2). 
We now show that (in) does not satisfy (3), that is, there is no C 

such that II Tn II = Ilfn II ~ c for all n. This we do by choosing particularly 
disadvantageous polynomials. For fn we choose x defined by 

x(t) = 1 + t + ... + tn. 

Then Ilxll = 1 by (6) and 

fn(x) = 1 + 1 + ... + 1 = n = n Ilxll. 

Hence Ilfnll ~ Ifn(x)l!llxll = n, so that (1Ifnll) is unbounded. I 

4.7-5 Fourier series. From 3.5-1 we remember that the Fourier series 
of a given periodic function x of period 217' is of the form 

00 

(8) !ao + L (am cos mt + bm sin mt) 
m=l 

with the Fourier coefficients of x given by the Euler formulas 

(9) 1 1Z"'-am = - x(t) cos mt dt, 
17' 0 

1iZ
",-bm = 17' x(t) sin mt dt. 

[We wrote ao/2 in (8) to have only two formulas in (9), whereas in 
3.5-1 we wrote ao and needed three Euler formulas.] 

It is well-known that the series (8) may converge even at points 
where x is discontinuous. (Problem 15 gives a simple example.) This 
shows that continuity is not necessary for convergence. Surprising 
enough, continuity is not sufficient either.4 Indeed, using the uniform 
boundedness theorem, we can show the following. 

4 Continuity and the existence of the right-hand and left-hand derivatives at a point 
t" is sufficient for convergence at to. Cf. W. Rogosinski (1959), p. 70. 



252 Fundamental Theorems for Normed and Banach Spaces 

There exist real-valued continuous functions whose Fourier series 
diverge at a given point to. 

Proof. Let X be the normed space of all real-valued continuous 
functions of period 217" with norm defined by 

(10) Ilxll = max Ix(t)l· 

X is a Banach space, as follows from 1.5-5 with a = 0 and b = 217". We 
may take to = 0, without restricting generality. To prove our statement, 
we shall !lpply the uniform boundedness theorem 4.7-3 to Tn = fn 
where fn (x) is the value at t = 0 of the nth partial sum of the Fourier 
series of x. Since for t = 0 the sine terms are zero and the cosine is one, 
we see from (8) and (9) that 

fn(x) =~ao+ t am 
m=l 

1 i2
.". [1 n ] =- x(t) -2+ Leos mt dt. 

17" 0 m=1 

We want to determine the function represented by the sum under the 
integral sign. For this purpose we calculate 

n n 

2 sin h Leos mt = L 2 sin ~t cos mt 
m=l m=l 

= ! [-sin(m-~)t+sin(m+~)t] 
m=1 

= -sin ~t + sin (n +~)t, 

where the last expression follows by noting that most of the terms drop 
out in pairs. Dividing this by sin ~t and adding 1 on both sides, we have 

f sin (n+~)t 
1 + 2 t... cos mt = . 1 • 

m=1 Sill 2,t 

Consequently, the formula for fn(x) can be written in the simple form 

(11) 
1 r2.". 

fn(x) = 217" Jo X(t)qn(t) dt, ( ) _ sin (n +~)t 
qn t - ·1· 

. SIll2,t 
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Using this, we can show that the linear functional fn is bounded. In 
fact, by (10) and (11), 

From this we see that fn is bounded. Furthermore, by taking the 
supremum over all x of norm one we obtain 

Actually, the equality sign holds, as we shall now prove. For this 
purpose let us first write 

where y(t) = + 1 at every t at which qn (t) ~ 0 and y(t) = -1 elsewhere. y 
is not continuous, but for any given e > 0 it may be modified to a 
continuous x of norm 1 such that for this x we have 

Writing this as two integrals and using (11), we obtain 

Since e > 0 was arbitrary and Ilxll = 1, this proves the desired formula 

(12) 

We finally show that the sequence (1lfnll) is unbounded. Substitut­
ing into (12) the expression for qn from (11), using the fact that 
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Isin ~tl < ~t for t E (0, 2 'IT ] and setting (n +~)t = v, we obtain 

Ilfnll = ~ f 2"1 sin ~n ;~)t 1 dt 
2'IT Jo sm 2t 

1 l2"lsin (n +~)tl d >- t 
'IT t 

1 l(2n+l)"ISin vi 
=- --dv 

'IT v 

=- L -dv 
1 2n i(k+l)"lsin vi 
'IT k=O k" V 

1 2n 1 i (k+l)" 
~- L (k 1) Isin vi dv 

'IT k=O + 'IT k" 

00 as n -----+ 00 

since the harmonic series diverges. Hence (1Ifnll) is unbounded, so that 
(3) (with Tn = fn) does not hold. Since X is complete, this implies that 
(2) cannot hold for all x. Hence there must be an x E X such that 
(lfn(x)1) is unbounded. But by the definition of the fn's this means that 
the Fourier series of that x diverges at t = O. I 

Note that our existence proof does not tell us how to find such a 
continuous function x whose Fourier series diverges at a to. Examples 
of such functions were given by L. Fejer (1910); one is reproduced in 
W. Rogosinski (1959), pp. 76-77. 

Problems 

1. Of what category is the set of all rational numbers (a) in R, (b) in itself 
(taken with the usual metric)? 

2. Of what category is the set of all integers (a) in R, (b) in itself (taken 
with the metric induced from R)? 

3. Find all rare sets in a discrete metric space X. (Cf. 1.1-8.) 

4. Find a meager dense subset in R2. 
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5. Show that a subset M of a metric space X is rare in X if and only if 
(M)c is dense in X. 

6. Show that the complement ~ of a meager subset M of a complete 
metric space X is nonmeager. 

7. (Resonance) Let X be a Banach space, Y a normed space and 
Tn E B{X, Y), n = 1, 2, ... , such that sup IITnl1 = +00. Show that there is 

n 

an Xo E X such that sup IITnxo11 = +00. [The point Xo is often called a point 
n 

of resonance, and our problem motivates the term resonance theorem 
for the uniform boundedness theorem.] 

8. Show that completeness of X is essential in Theorem 4.7-3 and cannot 
be omitted. [Consider the subspace Xc 1= consisting of all x = (~j) such 
that ~j = 0 for j;;;' J EN, where J depends on x, and let Tn be defined by 
Tnx = fn{x) = n~n.] 

9. Let Tn = sn, where the operator s: ZZ_12 is defined by 
(~1' ~2' ~3' ... )~ (~3' ~4' ~5' ... ). Find a bound for IITnxll; find 
lim IITnxll, IITnl1 and lim IITnll. 

10. (Space co) Let y = (11), 1Ij E C, be such that I ~j1li converges for every 
x = (~i) E co, where Co c 1= is the subspace of all complex sequences 
converging to zero. Show that I 111/1<00. (Use 4.7-3.) 

11. Let X be a Banach space, Y a normed space and Tn E B(X, Y) such 
that (Tnx) is Cauchy in Y for every x E X. Show that (1ITnl!) is bounded. 

12. If, in addition, Y in Prob. 11 is complete, show that Tnx - Tx, 
where TE B(X, Y). 

13. If (Xn) in a Banach space X is such that (f{Xn)) is bounded for all fEX', 
show that (1IXnI!) is bounded. 

14. If X and Yare Banach spaces and Tn E B(X, Y), n = 1, 2, ... , show 
that equivalent statements are: 
(a) {II Tn I!) is bounded, 
(b) (IITnxll) is bounded for all x EX, 
(c) (lg(Tnx)l) is bounded for all XEX and all gE Y'. 

15. To illustrate that a Fourier series of a function x may converge even at 
a point where x is discontinuous, find the Fourier series of 

x(t) = {~ if -'7T~ t<O 

if O~t<'7T 
and 

"--

x(t + 2'7T) = x(t). 
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Graph x and the partial sums So, s" S2, S3, and compare with Fig. 44. 
Show that at t = ±n7T the series has the value 1/2, the arithmetic mean 
of the right and left limits of x; this behavior is typical of Fourier 
series. 

Fig. 44. First three partial sums s" S2, S3 in Prob. 15 

4.8 Strong and Weak Convergence 

We know that in calculus one defines different types of convergence 
(ordinary, conditional, absolute and uniform convergence). This yields 
greater flexibility m the theory and application of sequences and series. 
In functional analysis the situation is similar, and one has an even 
greater variety of possibilities that turn out to be of practical interest. 
In the present section we are primarily concerned with "weak con­
vergence". This is a basic concept. We present it now since its theory 
makes essential use of the uniform boundedness theorem discussed in 
the previous section. In fact, this is one of the major applications of 
that theorem. 

Convergence of sequences of elements in a normed space was 
defined in Sec. 2.3 and, from now on, will be called strong convergence, 
to distinguish it from "weak convergence" to be introduced shortly. 
Hence we first state 

4.8-1 Definition (Strong convergence). A sequence (xn) in a normed 
space X is said to be strongly convergent (or convergent in the norm) if 
there is an x E X such that 

lim Ilxn - xii = O. 
n-+oo 
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This is written 

limxn=X 
n~oo 

or simply 

x is called the strong limit of (xn), and we say that (xn) converges 
strongly to x. I 

Weak convergence is defined in terms of bounded linear function­
als on X as follows. 

4.8-2 Definition (Weak convergence). A sequence (xn) in a normed 
space X is said to be weakly convergent if there is an x E X such that 
for every f E X', 

lim f(xn) = f(x). 
n--+oo 

This is written 

or Xn --'" x. The element x is called the weak limit of (xn), and we say 
that (xn) converges weakly to x. I 

Note that weak convergence means convergence of the sequence 
of numbers an = f(xn) for every f E X'. 

Weak convergence has various applications throughout analysis 
(for instance, in the calculus of variations and the general theory of 
differential equations). The concept illustrates a basic principle of 
functional analysis, namely, the fact that the investigation of spaces is 
often related to that of their dual spaces. 

For applying weak convergence one needs to know certain basic 
properties, which we state in the following lemma. The reader will note 
that in the proof we use the Hahn-Banach theorem (via 4.3-4 as well 
as 4.6-1) and the uniform bounded ness theorem. This demonstrates 
the importance of these theorems in connection with weak con­
vergence. 
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4.8-3 Lemma (Weak convergence). Let (xn) be a weakly convergent 
sequence in a normed space X, say, Xn ~ x. Then: 

(a) The weak limit x of (xn) is unique. 

(b) Every subsequence of (Xn) converges weakly to x. 

(c) The sequence (1Ixnl!) is bounded. 

Proof. (a) Suppose that Xn ~ x as well as Xn ~ y. Then 
f(xn)~ f(x) as well as f(xn)~ f{y). Since (f(xn» is a sequence of 
numbers, its limit is unique. Hence f{x) = f{y), that is, for every f EX' 
we have 

f(x) - f{y) = f(x - y) = O. 

This implies x - y = 0 by Corollary 4.3-4 and shows that the weak 
limit is unique. 

(b) follows from the fact that (f(xn» is a convergent 
sequence of numbers, so that every subsequence of (f(Xn» converges 
and has the same limit as the sequence. 

(c) Since (f{xn» is a convergent sequence of numbers, it 
is bounded, say, If{xn)1 ~ cf for all n, where cf is a constant depending 
on f but not on n. Using the canonical mapping C: X ~ X" (Sec. 
4.6), we can define gn E X" by 

fEX'. 

(We write gn instead of gx,., to avoid subscripts of subscripts.) Then for 
all n, 

that is, the sequence (Ign(f)!) is bounded for every fEX'. Since X' is 
complete by 2.10-4, the uniform boundedness theorem 4.7-3 is appli­
cable and implies that (1Ignll) is bounded. Now Ilgnll = Ilxnll by 4.6-1, so 
that (c) is proved. I 

The reader may perhaps wonder why weak convergence does not 
playa role in calculus. The simple reason is that in finite dimensional 
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normed spaces the distinction between strong and weak convergence 
disappears completely. Let us prove this fact and also justify the terms 
"strong" and "weak." 

4.8-4 Theorem (Strong and weak convergence). Let (xn ) be a se­
quence in a normed space X. Then: 

(a) Strong convergence implies weak convergence with the same 
limit. 

(b) The converse of (a) is not generally true. 

(c) If dim X < 00, then weak convergence implies strong con­
vergence. 

Proof. (a) By definition, Xn ~ x means Ilxn - xii ~ 0 and im­
plies that for every f E X', 

If(xn ) - f(x)1 = If(xn - x)1 ~ Ilfllllxn - xii ~ o. 

This shows that Xn ~ x. 

(b) can be seen from an orthonormal sequence (en) in a 
Hilbert space H. In fact, every f E H' has a Riesz representation 
f(x) = (x, z). Hence f(en) = (en, z). Now the Bessel inequality is (cf. 
3.4-6) 

'" L I(en> zW~llzI12. 
n=l 

Hence the series on the left converges, so that its terms must approach 
zero as n ~ 00. This implies 

Since fE H' was arbitrary, we see that en ~ O. However, (en) does 
not converge strongly because 

(m¢ n). 
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(c) Suppose that Xn ~ x and dim X = k. Let 
{eh· .. ,ed be any basis for X and, say, 

and 

By assumption, f(xn)~ f(x) for every fEX'. We take in particular 
fh· .. ,It defined by 

(m¢ j). 

(We mention that this is the dual basis of {eh ... ,ek}; cf. Sec. 2.9.) 
Then 

I( ) _ (n) Jixn -aj, 

Hence t(xn)~ t(x) implies a~n) ~ aj. From this we readily obtain 

k 

~ L la~n)-ajillejil o 
j=l 

as n ~ 00. This shows that (xn) converges strongly to x. I 

It is interesting to note that there also exist infinite dimensional 
spaces such that strong and weak convergence are equivalent concepts. 
An example is 1\ as was shown by 1. Schur (1921). 

In conclusion let us take a look at weak convergence in two 
particularly important types of spaces. 

Examples 

4.8-5 Hilbert space. In a Hilbert space, Xn ~ x if and only if 
(xn , z) ~ (x, z) for all z in the space. 

Proof. Clear by 3.8-l. 
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4.8-6 Space ,p. In the space IP, where 1 < p < +00, we have Xn ~ x 
if and only if: 

(A) The sequence (1lxnlD is bounded. 

(B) For every fixed j we have ~~n) ~ § as n -----+ 00; here, 
Xn = (~~n» and x = (~j). 

Proof. The dual space of IP is lq; cf. 2.10-7. A Schauder basis of 
lq is (en), where en = (l>nj) has 1 in the nth place and zeros elsewhere. 
Span (en) is dense in lq, so that the conclusion results from the 
following lemma. 

4.8-7 Lemma (Weak convergence). In a normed space X we have 
Xn ~ x if and only if: 

(A) The sequence (1lxnlD is bounded. 

(B) For every element f of a total subset Me X' we have 
f(xn) -----+ f(x). 

Proof. In the case of weak convergence, (A) follows from 
Lemma 4.8-3 and (B) is trivial. 

Conversely, suppose that (A) and (B) hold. Let us consider any 
f E X' and show that f(xn) -----+ f(x), which means weak convergence, 
by the definition. 

By (A) we have Ilxnll~c for all n and Ilxll~c, where c is suffi­
ciently large. Since M is total in X', for every f E X' there is a 
sequence <t) in span M such that t -----+ f. Hence for any given B > 0 
we can find a j such that 

B 

lit - fll < 3 c . 

Moreover, since t E span M, by assumption (B) there is an N such that 
for all n>N, 

Using these two inequalities and applying the triangle inequality, we 
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obtain for n> N 

e 
<11/- tillllxnll+3+llti - 1IIIIxii 

e e e 
<-c+-+-c=e. 

3c 3 3c 

Since I E X' was arbitrary, this shows that the sequence (xn ) converges 
weakly to x. I 

Problems 

1. (Pointwise convergence) If Xn E C[a, b] and Xn ~ x E C[a, b], 
show that (Xn) is pointwise convergent on [a, b], that is, (Xn(t)) con­
verges for every t E [a, b]. 

2. Let X and Y be normed spaces, TE B(X, Y) and (Xn) a sequence in X. 
If Xn ~ Xo, show that TXn ~ Txo· 

3. If (Xn) and (Yn) are sequences in the same normed space X, show that 
xn~x and Yn~Y implies Xn+Yn~x+y as well as 
aXn ~ ax, where a is any scalar. 

4. Show that Xn ~ Xo implies lim Ilxnll ~ Ilxoll. (Use Theorem 4.3-3.) 
n_~ 

5. If Xn ~ Xo in a normed space X, show that Xo E Y, where 
Y = span (Xn). (Use Lemma 4.6-7.) 

6. If (xn) is a weakly convergent sequence in a normed space X, say, 
Xn ~ Xo, show that there is a sequence (Ym) of linear combinations 
of elements of (Xn) which converges strongly to Xo. 

7. Show that any closed subspace Y of a normed space X contains the 
limits of all weakly convergent sequences of its elements. 

8. (Weak Cauchy sequence) A weak Cauchy sequence in a real or 
complex normed space X is a sequence (xn) in X such that for every 
f E X' the sequence (f(xn)) is Cauchy in R or C, respectively. [Note that 
then lim f(xn) exists.] Show that a weak Cauchy sequence is bounded. 

n_~ . 
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9. Let A be a set in a normed space X such that every nonempty subset 
of A contains a weak Cauchy sequence. Show that A is bounded. 

10. (Weak completeness) A normed space X is said to be weakly com­
plete if each weak Cauchy sequence in X converges weakly in X. If X 
is reflexive, show that X is weakly complete. 

4.9 Convergence of Sequences of Operators 

and Functionals 

Sequences of bounded linear operators and functionals arise frequently 
in the abstract formulation of concrete situations, for instance in 
connection with convergence problems of Fourier series or sequences 
of interpolation polynomials or methods of numerical integration, to 
name just a few. In such cases one is usually concerned with the 
convergence of those sequences of operators or functionals, with 
boundedness of corresponding sequences of norms or with similar 
properties. 

Experience shows that for sequences of elements in a normed 
space, strong and weak convergence as defined in the previous section 
are useful concepts. For sequences of operators Tn E B(X, Y) three 
types of convergence turn out to be of theoretical as well as practical 
value. These are 

(1) Convergence in the norm on B(X, Y), 
(2) Strong convergence of (Tnx) in Y, 
(3) Weak convergence of (Tnx) in Y. 

The definitions and terminology are as follows; they were introduced 
by J. von Neumann (1929-30b). 

4.9-1 Definition (Convergence of sequences of operators). Let X 
and Y be normed spaces. A sequence (Tn) of operators Tn E B(X, Y) 
is said to be: 

(1) uniformly operator convergent5 if (Tn) converges in the norm 
on B(X, Y) 

~ "Operator" is often omitted from each of the three terms. We retain it for clarity. 
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(2) strongly operator convergent if (Tnx) converges strongly in Y 
for every x E X, 

(3) weakly operator convergent if (Tnx) converges weakly in Y 
for every x E X. 

In formulas this means that there is an operator T: X ~ Y such that 

(2) 

(3) 

IITnx - Txll ~ 0 

If(Tnx) - f(Tx)1 ~ 0 

for all XE X 

for all x E X and all fEY' 

respectively. T is called the uniform, strong and weak operator limit of 
(Tn), respectively. I 

We pointed out in the previous section that even in calculuS", in a 
much simpler situation, the use of several concepts of convergence 
gives greater flexibility. Nevertheless the reader may still be bewil­
dered by the many concepts of convergence we have just introduced. 
He may ask why it is necessary to have three kinds of convergence for 
sequences of operators. The answer is that many of the operators that 
appear in practical problems are given as some sort of limit of simpler 
operators. And it is important to know what is meant by "some sort" 
and to know what properties of the limiting operator are implied by 
the properties of the sequence. Also, at the beginning of an investiga­
tion, one does not always know in what sense limits will exist; hence it 
is useful to have a variety of possibilities. Perhaps in a specific problem 
one is at first able to establish convergence only in a very "mild" sense, 
so that one has at least something to start from, and then later develop 
tools for proving convergence in a stronger sense, which guarantees 
"better" properties of the limit operator. This is a typical situation, for 
example in partial differential equations. 

It is not difficult to show that 

(1) (2) (3) 

(the limit being the same), but the converse is not generally true, as can 
be seen from the following examples. 
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Examples 

4.9-2 (Space e). In the space [2 we consider a sequence (Tn), where 
Tn: f ~ [2 is defined by 

Tnx = (0, 0, ... , 0, ~n+b ~n+2' ~n+3, ... ); 
'--v--J 

(n zeros) 

here, x = (~b ~2' ... ) E [2. This operator Tn is linear and bounded. 
Clearly, (Tn) is strongly operator convergent to 0 since Tnx ~ 0 = Ox. 
However, (Tn) is not uniformly operator convergent since we have 
IITn -011 = IITnl1 = 1. 

4.9-3 (Space e). Another sequence (Tn) of operators Tn: [2 ~ [2 

is defined by 

Tnx = (0,0, ... ,0, ~b ~2' ~3, ••• ) 
~ 

(n zeros) 

where x = (~b ~2' ... ) E f. This operator Tn is linear and bounded. We 
show that (Tn) is weakly operator convergent to 0 but not strongly. 

Every bounded linear functional f on [2 has a Riesz representation 
3.8-1, that is, by 3.1-6, 

= 

f(x) = (x, z) = L ~j~ 
j=l 

where z = «(j) E f. Hence, setting j = n + k and using the definition of 
Tn, we have 

= = 
f(Tn x ) = (Tnx, z) = L ~j-n~ = L ~k'n+k. 

j=n+l k=l 

By the Cauchy-Schwarz inequality in 1.2-3, 

= = 
If(TnxW=I(Tnx,zW~ L l~kl2 L l(mI2. 

k=l m=n+l 

The last series is the remainder of a convergent series. Hence the 
right-hand side approaches 0 as n ~ 00; thus f(Tnx) ~ 0 = f(Ox). 
Consequently, (T.,) is weakly operator convergent to O. 
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However, (Tn) is not strongly operator convergent because for 
x = (1, 0, 0, ... ) we have 

(m~ n). I 

Linear functionals are linear operators (with range in the scalar 
field R or C), so that (1), (2) and (3) apply immediately. However, (2) 
and (3) now become equivalent, for the following reason. We had 
Tnx E Y, but we now have fn(x) E R (or C). Hence convergence in (2) 
and (3) now takes place in the finite dimensional (one-dimensional) 
space R (or C) and equivalence of (2) and (3) follows from Theorem 
4.8-4(c). The two remaining concepts are called strong and weak* 
convergence (read "weak star convergence"): 

4.9-4 Definition (Strong and weak* convergence of a sequence of 
functionals). Let (fn) be a sequence of bounded linear functionals on 
a normed space X. Then: 

(a) Strong convergence of (fn) means that there is an f E X' such 
that Ilfn - fll ~ 0. This is written 

(b) Weak* convergence of (fn) means that there is an f E X' such 
that fn(x) ~ f(x) for all x E X. This is written6 

w· 
fn~f. 

f in (a) and (b) is called the strong limit and weak* limit of (fn), 
respectively. I 

Returning to operators Tn E B(X, Y), we ask what can be said 
about the limit operator T: X ~ Y in (1), (2) and (3). 

If the convergence is uniform, TE B(X, Y); otherwise IITn - Til 
would not make sense. If the convergence is strong or weak, T is still 
linear but may be unbounded if X is not complete. 

6 This concept is somewhat more important than weak convergence of (In), which, 
by 4.8-2, means that g(fn) --- g(f) for all g E X". Weak convergence implies weak* 
convergence, as can be seen by the use of the canonical mapping defined in Sec. 4.6. (a. 
Prob.4.) 
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Example. The space X of all sequences x = (~j) in 12 with only 
finitely many nonzero terms, taken with the metric on f, is not 
complete. A sequence of bounded linear operators Tn on X is defined 
by 

so that Tnx has terms j~j if j ~ n and ~j if j> n. This sequence (Tn) 
converges strongly to the unbounded linear operator T defined by 
Tx = (1/j), where 1/j = j~j. 

However, if X is complete, the situation illustrated by this exam­
ple cannot occur since then we have the basic 

4.9-5 Lemma (Strong operator convergence). Let Tn E B(X, Y), 
where X is a Banach space and Ya normed space. If (Tn) is strongly 
operator convergent with limit T, then TE B(X, Y). 

Proof. Linearity of T follows readily from that of Tn. Since 
Tnx ~ Tx for every x E X, the sequence (Tnx) is bounded for every 
x; cf. 1.4-2. Since X is complete, (1ITnl!) is bounded by the uniform 
boundedness theorem, say, IITnll~ c for all n. From this, it follows that 
II Tnxll ~ II Tn 1IIIxii ~ c Ilxll· This implies II Txll ~ c Ilxll· • 

A useful criterion for strong operator convergence is 

4.9-6 Theorem (Strong operator convergence). A sequence (Tn) of 
operators Tn E B(X, Y), where X and Yare Banach spaces, is strongly 
operator convergent if and only if: 

(A) The sequence (1ITnl!) is bounded. 
(B) The sequence (Tnx) is Cauchy in Y for every x in a total subset 

MofX. 

Proof If Tnx ~ Tx for every x E X, then (A) follows from the 
uniform boundedness theorem (since X is complete) and (B) is trivial. 

Conversely, suppose that (A) and (B) hold, so that, say, IITnl1 ~ c 
for all n. We consider any x E X and show that (Tnx) converges 
strongly in Y. Let e > 0 be given. Since span M is dense in X, there is a 
y E span M such that 
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Since y E span M, the sequence (TnY) is Cauchy by (B). Hence there is 
an N such that 

(m, n>N). 

Using these two inequalities and applying the triangle inequality, we 
readily see that (Tnx) is Cauchy in Y because for m, n > N we obtain 

B 
<IITnllllx-YII+"3+IITmllllx-YII 

B B B 
<C-+-+C-=B. 

3c 3 3c 

Since Y is complete, (Tnx) converges in Y. Since x E X was arbitrary, 
this proves strong operator convergence of (Tn). I 

4.9-7 Corollary (Functionals). A sequence (fn) of bounded linear 
functionals on a Banach space X is weak* convergent, the limit being a 
bounded linear functional on X, if and only if: 

(A) The sequence (1Ifnll) is bounded. 
(B) The sequence (fn(x» is Cauchy for every x in a total subset M 

of X. 

This has interesting applications. Two of them will be discussed in the 
next sections. 

Problems 

1. Show that uniform operator convergence Tn ~ T, Tn E B(X, Y), 

implies strong operator convergence with the same limit T. 

2. If S", Tn E B(X, Y), and (Sn) and (Tn) are strongly operator convergent 
with limits Sand T, show that (Sn + Tn) is strongly operator convergent 
with the limit S + T. 

3. Show that strong operator convergence in B(X, Y) implies weak 
operator convergence with the same limit. 
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4. Show that weak convergence in footnote 6 implies weak* convergence. 
Show that the converse holds if X is reflexive. 

5. Strong operator convergence does not imply uniform operator con­
vergence. Illustrate this by considering Tn = In: 11 -- R, where 
In(x) = ~n and x = (~n)' 

6. Let Tn E B(X, Y), where n = 1, 2,···. To motivate the term 
"uniform" in Def. 4.9-1, show that Tn -- T if and only if for every 
e > 0 there is an N, depending only -on e, such that for all n > N and all 
x E X of norm 1 we have 

7. Let Tn EB(X, Y), where X is a Banach space. If (Tn) is strongly 
operator convergent, show that (lITnll) is bounded. 

8. Let Tn -- T, where Tn E B(X, Y). Show that for every e > 0 and 
every closed ball K c: X there is an N such that IITnx - Txll < e for all 
n>N and all xEK. 

9. Show that IITII ~ lim IITnll in Lemma 4.9-5. 
n-+ oo 

10. Let X be a separable Banach space and M c: X' a bounded set. Show 
that every sequence of elements of M contains a subsequence which is 
weak* convergent to an element of X'. 

4.10 Application to Summability of Sequences 

Weak* convergence has important applications in the theory of di­
vergent sequences (and series). A divergent sequence has no limit in 
the usual sense. In that theory, one aims at associating with certain 
divergent sequences a "limit" in a generalized sense. A procedure for 
that purpose is called a summability method. 

For instance, a divergent sequence x = (~k) being given, we may 
calculate the sequence y = (TIn) of the arithmetic means 
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This is an example of a summability method. If y converges with limit 
11 (in the usual sense), we say that x is summable by the present 
method and has the generalized limit 11. For instance, if 

x=(0,1,0,1,0,· .. ) then (0 1 1 1 2 ) Y = ,2,3,2,5,··· 

and x has the generalized limit !. 
A sumII!ability method is called a matrix method if it can be 

represented in the form 

y=Ax 

where x = (~k) and y = (lIn) are written as infinite column vectors and 
A = (ank) is an infinite matrix; here, n, k = 1, 2, .... In the formula 
y = Ax we used matrix multiplication, that is, y has the terms 

(1) n= 1,2,···. 

The above example illustrates a matrix method. (What is the 
matrix?) 

Relevant terms are as follows. The method given by (1) is briefly 
called an A-method because the corresponding matrix is denoted by 
A. If the series in (1) all converge and y = (lIn) converges in the usual 
sense, its limit is called the A-limit of x, and x is said to be A­
summable. The set of all A -summable sequences is called the range of 
the A-method. 

An A-method is said to be regular (or permanent) if its range 
includes all convergent sequences and if for every such sequence the 
A -limit equals the usual limit, that is, if 

implies 

Obviously, regularity is a rather natural requirement. In fact, a 
method which is not applicable to certain convergent sequences or 
alters their limit would be of no practical use. A basic criterion for 
regularity is as follows. 

4.10-1 Toeplitz Limit Theorem (Regular summability methods). 
An A-summability method with matrix A = (ank). is regular if and 
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only if 

(2) lim ank = 0 for k = 1, 2, ... 
n-'" 

'" 
(3) lim Lank = 1 

n~oo k=l 

(4) for n = 1,2, ... 

where 'Y is a constant which does not depend on n. 

Proof. We show that 
(a) (2) to (4) are necessary for regularity, 
(b) (2) to (4) are sufficient for regularity. 

The details are as follows. 

(a) Suppose that the A-method is regular. Let Xk have 1 
as the kth term and all other terms zero. For Xk we have 7jn = ank in 
(1). Since Xk is convergent and has the limit 0, this shows that (2) must 
hold. 

Furthermore, x = (1,1,1, ... ) has the limit 1. And from (1) we see 
that 7jn now equals the series in (3). Consequently, (3) must hold. 

We prove that (4) is necessary for regularity. Let c be the Banach 
space of all convergent sequences with norm defined by 

jjxjj = sup jgjj, 
j 

cf. 1.5-3. Linear functionals fnm on c are defined by 

(5) 

Each fnm is boundeu since 

m, n = 1,2, ... 

Regularity implies the convergence of the series in (1) for all x E C. 
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Hence (1) defines linear functionals flo f2' ... on c given by 

00 

(6) 1/n = fn(x) = L ank~k n = 1,2,···. 
k=l 

From (5) we see that fnm(x) ~ fn(x) as m ~ 00 for all x E c. This is 
weak* convergence, and fn is bounded by Lemma 4.9-5 (with T = fn). 
Also, (fn(x» converges for all x E c, and (1Ifnll) is bounded by Corollary 
4.9-7, say, 

(7) 

For an arbitrary fixed mEN define 

( ) {
Iankl/ank 

l:. n,m _ 
."k -

o 

for all n. 

if k ~ m and ank:F 0 

if k> m or ank = O. 

Then we have Xnm = (~~n,m» E c. Also Ilxnmll = 1 if Xnm:F 0 and Ilxnmll = 0 
if Xnm = O. Furthermore, 

for all m. Hence 

(a) 

(8) 
00 

(b) L lankl ~ Ilfnll· 
k=l 

This shows that the series in (4) converges, and (4) follows from (7). 

(b) We prove that (2) to (4) is sufficient for regularity. We 
define a linear functional f on c by 

f(x)=~= lim ~k 
k-+oo 
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where x = (gk) E c. Boundedness of f can be seen from 

If(x)1 = Igl ~ sup Igil = IIxll· 
j 

Let Me c be the set of all sequences whose terms are equal from some 
term on, say, x = (gk) where 

and j depends on x. Then f(x) = g, as above, and in (1) and (6) we 
obtain 

i-I = 

1/n = fn(x) = L Clnkgk + g L Clnk 
k=I k=i 

j-I = 

= L Clnd6. - g) + g L Clnk· 
k=I k=I 

Hence by (2) and (3), 

(9) 

for every x E M. 
We want to use Corollary 4.9-7 again. Hence we show next that 

the set M on which we have the convergence expressed in (9) is dense 
in c. Let x = (gk) E c with gk ~ f Then for every B > 0 there is an N 
such that 

for k ~N. 

Clearly, 

and 

It follows that IIx - xII ~ B. Since x E c was arbitrary, this shows that M 
is dense in c. 
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Finally, by (4), 

00 

Ifn(x)I~llxll L lankl~'Yllxll 
k=l 

for every x E c and all n. Hence IIfnll ~ 'Y, that is, (lIfnll) is bounded. 
Furthermore, (9) means convergence fn(x) ~ f(x) for all x in the 
dense set M. By Corollary 4.9-7 this implies weak* convergence 
fn ~ f. Thus we have shown that if g = lim gk exists, it follows that 
1/n ~ g. By definition, this means regularity and the theorem is 
proved. I 

Problems 

1. Cesaro's summability method CI is defined by 

n= 1,2,"', 

that is, one takes arithmetic means. Find the corresponding matrix A. 

2. Apply the method CI in Prob. 1 to the sequences 

(1,0,1,0,1,0,' .. ) and ( 1 ° -! -~ -~ -~ ... ) , , 4' 8' 16' 32' . 

3. In Prob. 1, express (~n) in terms of ('I1n). Find (~n) such that 

('I1n) = (lIn). 

4. Use the formula in Prob. 3 for obtaining a sequence which is not 
CI-summable. 

5. Holder's summability methods Hp are defined as follows. HI is identi­
cal with CI in Prob. 1. The method H2 consists of two successive 
applications of HI> that is, we first take the arithmetic means and then 
again the arithmetic means of those means. H3 consists of three 
successive applications of HI> etc. Apply HI and H2 to the sequence 
(1, -3, 5, -7, 9, -11,' .. ). Comment. 

6. (Series) An infinite series is said to be A-summable if the sequence 
of its partial sums is A-summable, and the A-limit of that sequence is 
called the A-sum of the series. Show that 1+Z+Z2+ ... is C1-

summable for Izl= 1, z¢ 1, and the C.-sum is lI(l-z). 
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(k ~ 1, n = 0,1,2, ... ). 

If for a fixed kEN we have 1/~k) = u~k)/(ntk} ~ 1/, we say that (gn) is 
Ck-summable and has the Ck-limit 1/. Show that the method has the 
advantage that U~k) can be represented in terms of the gj'S in a very 
simple fashion, namely 

(k) = f (n + k - 1- V) 
Un L.J k _ 1 gv' 

v=Q 

8. Euler's method for series associates with a given series 

the transformed series 

where 

j= 1,2,' ", 

and (-1)1 is written for convenience (hence the a) need not be 
positive}. It can be shown that the method is regular, so that the 
convergence of t1J.e given series implies that of the transformed series, 
the sum being the same. Show that the method gives 

111 1111 
In2= 1--+---+ - ... =--+--+--+--+ .... 

2 3 4 1 . 21 2· 22 3.23 4· 24 

9. Show that Euler's method in Prob. 8 yields 

10. Show that Euler's method yields the following result. Comment. 

~ (-1)" 1 ~ (3)n L -n =- L - . 
n-O 4 2n_0 8 
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4.11 Numerical Integration and Weak* Convergence 

Weak* convergence has useful applications to numerical integration, 
differentiation and interpolation. In this section we consider numerical 
integration, that is, the problem of obtaining approximate values for a 
given integral 

r x(t) dt. 

Since the problem is important in applications, various methods have 
been developed for that purpose, for example the trapezoidal rule, 
Simpson's rule and more complicated formulas by Newton-Cotes and 
Gauss. (For a review of some elementary facts, see the problem set at 
the end of the section.) 

The common feature of those and other methods is that we first 
choose points in [a, b], called nodes, and then approximate the un­
known value of the integral by a linear combination of the values of x 
at the nodes. The nodes and the coefficients of that linear combination 
depend on the method but not on the integrand x. Of course, the 
usefulness of a method is largely determined by its accuracy, and one 
may want the accuracy to increase as the number of nodes gets larger. 

In this section we shall see that functional analysis can offer help 
in that respect. In fact, we shall describe a general setting for those 
methods and consider the problem of convergence as the number of 
nodes increases. 

We shall be concerned with continuous functions. This suggests 
introducing the Banach space X = C[a, b] of all continuous real-valued 
functions on J=[a, b], with norm defined by 

Ilxll = max Ix(t)l· 
tEl 

Then the above definite integral defines a linear functional f on X by 
means of 

(1) f(x) = r x(t) dt. 

To obtain a formula for numerical integration, we may proceed as in 
those aforementioned methods. Thus, for each po~itive integer n Wf:: 
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choose n + 1 real numbers 

(called nodes) 

such that 

(2) 

Then we choose n + 1 real numbers 

(called coefficients) 

and define linear functionals fn on X by setting 

(3) fn(x) = ! a~n)x(t~n» n= 1,2,···. 
k=O 

This defines a numerical process of integration, the value In (x) 
being an approximation to I(x), where x is given. To find out 
about the accuracy of the process, we consider the In's as follows. 

Each fn is bounded since Ix(t~n»1 ~ Ilxll by the definition of the 
norm. Consequently, 

(4) 

For later use we show that fn has the norm 

(5) 

Indeed, (4) shows that Ilfnll cannot exceed the right-hand side of (5), 
and equality follows if we take an Xo E X such that Ixo(t)1 ~ 1 on J and 

since then Ilxoll = 1 and 

In(xo)= i: akn)sgna~n)=! la~n)l. 
k-O k=O 
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For a given x E X, formula (3) yields an approximate value fn (x) of 
f(x) in (1). Of course, we are interested in the accuracy, as was 
mentioned before, and we want it to increase with increasing n. This 
suggests the following concept. 

4.11-1 Definition (Convergence). The numerical process of integra­
tion defined by (3) is said to be convergent for an x E X if for that x, 

(6) (n~oo), 

where f is defined by (1). I 

Furthermore, since exact integration of polynomials is easy, it is 
natural to make the following 

4.11-2 Requirement. For every n, if x is a polynomial of degree not 
exceeding n, then 

(7) I 

Since the fn's are linear, it suffices to require (7) for the n + 1 
powers defined by 

xo(t) = 1, 

In fact, then for a polynomial of degree n given by x(t) = L f3/ we 
obtain 

We see that we thus have the n + 1 conditions 

(8) j=o,···, n. 

We show that these conditions can be fulfilled. 2n + 2 parameters 
are available, namely, n + 1 nodes and n + 1 coefficients. Hence we can 
choose some of them in an arbitrary fashion. Let us choose the nodes 
t\en), and let us prove that we can then determine those coefficients 
uniquely. 
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In (8) we now have Xi (t\cn» = (t\cn»j so that (8) takes the form 

(9) 

where j = 0, ... , n. For each fixed n this is a nonhomogeneous system 
of n + 1 linear equations in the n + 1 unknowns a~n), ••• , a~n). A 
unique solution exists if the corresponding homogeneous system 

(j=O,"',n) 

has only the trivial solution 'Yo = 0, ... , 'Yn = ° or, equally well, if the 
same holds for the system 

(10) t (t\cn»j'Yj = ° 
j=O 

(k = 0,' .. , n) 

whose coefficient matrix is the transpose of the coefficient matrix of the 
previous system. This holds, since (10) means that the polynomial 

which is of degree n, is zero at the n + 1 nodes, hence it must be 
identically zero, that is, all its coefficients 'Yj are zero. I 

Our result is that for every choice of nodes satisfying (2) there are 
uniquely determined coefficients such that 4.11-2 holds; hence the 
corresponding process is convergent for all polynomials. And we ask 
what additional conditions we should impose in order that the process 
is convergent for all real-valued continuous functions on [a, b J. A 
corresponding criterion was given by G. P6lya (1933): 

4.11-3 Polya Convergence Theorem (Numerical integration). A pro­
cess of numerical integration (3) which satisfies 4.11-2 converges for all 
real- valued continuous functions on [a, b J if and only if there is a 
number c such that 

(11) ! la\cn)l~c for all n. 
k=O 
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Proof. The set W of all polynomials with real coefficients is dense 
in the real space X = C[ a, b], by the Weierstrass approximation 
theorem (proof below), and for every x E W we have convergence by 
4.11-2. From (5) we see that (1Ifnll) is bounded if and only if (11) holds 
for some real number c. The theorem now follows from Corollary 
4.9-7, since convergence fn(x)~ f(x) for all XEX is weak* con-

w* 
vergence fn ~ f. I 

It is trivial that in this theorem we may replace the polynomials by 
any other set which is dense in the real space C[a, b]. 

Furthermore, in most integration methods the coefficients are all 
nonnegative. Taking x = 1, we then have by 4.11-2 

so that (11) holds. This proves 

4.11-4 Steklov's Theorem (Numerical integration). A process of 
numerical integration (3) which satisfies 4.11-2 and has nonnegative 
coefficients a~n' converges for every continuous function. 

In the proof of 4.11-3 we used the 

4.11-5 Weierstrass Approximation Theorem (Polynomials). The set 
W of all polynomials with real coefficients is dense in the real space 
C[a, b]. 

Hence for every x E C[a, b] and given e > 0 there exists a polyno­
mial p such that Ix(t) - p(t)1 < e for all t E [a, b]. 

Proof. Every x E C[a, b] is uniformly continuous on J = [a, b] 
since J is compact. Hence for any e > 0 there is a y whose graph is an 
arc of a polygon such that 

(12) 
e 

max Ix(t) - y(t)1 < -3. 
tEl 

We first assume that x(a) = x(b) and y(a) = y(b). Since y is piecewise 
linear and continuous, its Fourier coefficients have bounds of the form 
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laol < k, laml < k/m2, Ibml < k/m2. This can be seen by applying integra­
tion by parts to the formulas for am and bm (cf. 3.5-1 where we have 
[a, b] = [0, 27T ]). (Cf. also Prob. 10 at the end of this section.) Hence 
for the Fourier series of y (representing the periodic extension of y, of 
period b - a), we have, writing K = 27T/(b - a) for simplicity, 

(13) lao + m~l (am cos Kmt + bm sin Kmt) I 

This shows that the series converges uniformly on J. Consequently, for 
the nth partial sum Sn with sufficiently large n, 

(14) 
e 

max Iy(t) - sn(t)1 <-3· 
tEl 

The Taylor series of the cosine and sine functions in Sn also converge 
uniformly on J, so that there is a polynomial p (obtained, for instance, 
from suitable partial sums of those series) such that 

e 
max ISn (t) - p(t)1 < -3. 

tEl 

From this, (12), (14) and 

Ix(t) - p(t)1 ~ Ix(t) - y(t)1 + Iy(t) - Sn (t)1 + ISn (t) - p(t)1 

we have 

(15) max Ix(t) - p(t)1 < e. 
tEl 

This takes care of every xEC[a,b] such that x(a)=x(b). If 
x(a);i:x(b), take u(t)=x(t)-'Y(t-a) with 'Y such that u(a)=u(b). 
Then for u there is a pOlynomial q satisfying lu(t)-q(t)l<e on J. 
Hence p(t)=q(t)+'Y(t-a) satisfies (15) because x-p=u-q. Since 
F >0 was arbitrary, we have shown that W is dense in C[a, b]. I 
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The first proof of the theorem was given by K. Weierstrass (1885), 
and there are many other proofs, for instance, one by S. N. Bernstein 
(1912), which yields a uniformly convergent sequence of polynomials 
("Bernstein polynomials") explicitly in terms of x. Bernstein's proof 
can be found in K. Yo sid a (1971), pp. 8-9. 

x 

Problems 

1. The rectangular rule is (Fig. 45) 

r x(t) dt = h[X(tl *) + ... + x(tn *)], 
b-a 

h=­
n 

where tk * = a + (k -i)h. How is this formula obtained? What are the 
nodes and the coefficients? How can we obtain error bounds for the 
approximate value given by the formula? 

2. The trapezoidal role is (Fig. 46) 

i" h 
x(t) dt=-(XO+Xl), 

'0 2 
or 

x 

Fig. 45. Rectangular rule 

x 

b-a 
h=­

n 

x 

Fig. 46. Trapezoidal rule 
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where Xk = x(tk) and tk = a + kh. Explain how the formulas are obtained 
if we approximate x by a piecewise linear function. 

3. Simpson's rule is (Fig. 47) 

or 

fb h 
x(t) dt =- (xo +4Xl + 2X2 + ... + 4x,,-1 + x,,) 

a 3 

b-a 
h=­

n 

where n is even, Xk = x(tk) and tk = a + kh. Show that these formulas are 
obtained if we approximate x on [to, t2] by a quadratic polynomial with 
values at to, t}, t2 equal to those of x; similarly on [t2, t4], etc. 

4. Let f(x) = fn (x) - En (x) where fn is the approximation obtained by the 
trapezoidal rule. Show that for any twice continuously differentiable 
function x we have the error bounds 

where 

and m2 and m2 * are the maximum and minimum of x" on [a, b]. 

x 

x 

Fig. 47. Simpson's rule 
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5. Simpson's rule is widely used in practice. To 
get a feeling for the increase in accuracy, 
apply both the trapezoidal rule and Simp­
son's rule with n = 10 to the integral 

t 

0 

0.1 

e t 2 

1.000000 

0.990050 
0.2 0.960789 
0.3 0.913 931 
0.4 0.852144 

0.5 0.778801 

and compare the values 0.6 0.697676 
0.7 0.612626 

0.746211 0.746825 and 
0.8 0.527292 
0.9 0.444858 

with the actual value 0.746824 (exact to 6D). 1.0 0.367879 

6. Using Prob. 4, show that bounds for the error of 0.746211 in Prob. 5 
are -0.001667 and 0.000614, so that 

0.745 597~I~0.747 878. 

7. The three-eights mle is 

where Xk = x{tk) and tk = a + kh. Show that this formula is obtained if we 
approximate x on [to, t3 ) by a cubical polynomial which equals x at the 
nodes to, th t2 , t3' (The rules in Probs. 2, 3, 7 are the first members of 
the sequence of Newton-Cotes formulas.) 

8. Consider the integration formula 

[ x{t)dt=2hx{0)+r{x) 

where r is the error. Assume that x E C1[ -h, h), that is, x is continu­
ously differentiable on J = [ - h, h]. Show that then the error can be 
estimated 

where 

p{x) = max Ix'(t)I. 
tEJ 
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Show that p is a seminorm on the vector space of those functions. (Cf. 
Prob. 12, Sec. 2.3.) 

9. If x is real analytic, show that 

(16) 

Assume for the integral an approximate expression of the form 
2h(a_lx(-h)+aox(O)+alx(h» and determine a_I> ao, al so that as 
many powers h, h2 , ••• as possible agree with (16). Show that this gives 
Simpson's rule 

ih h 
x(t) dt=-(x(-h)+4x(O)+x(h». 

-h 3 

Why does this derivation show that the rule is exact for cubical 
polynomials? 

10. In the proof of the Weierstrass approximation theorem we used 
bounds for the Fourier coefficients of a continuous and piecewise linear 
function. How can those bounds be obtained? 

4.12 Open Mapping Theorem 

We have discussed the Hahn-Banach theorem and the uniform bound­
edness theorem and shall now approach the third "big" theorem in this 
chapter, the open mapping theorem. It will be concerned with open 
mappings. These are mappings such that the image of every open set is 
an open set (definition below). Remembering our discussion of the 
importance of open sets (cf. Sec. 1.3), we understand that open 
mappings are of general interest. More specifically, the open mapping 
theorem states conditions under which a bounded linear operator is an 
open mapping. As in the uniform boundedness theorem we again need 
completeness, and the present theorem exhibits another reason why 
Banach spaces are more satisfactory than incomplete normed spaces. 
The theorem also gives conditions under which the inverse of a 
hounded linear operator is bounded. The proof of the open mapping 
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theorem will be based on Baire's category theorem stated and ex­
plained in Sec. 4.7. 

Let us begin by introducing the concept of an open mapping. 

4.12-1 Definition (Open mapping). Let X and Y be metric spaces. 
Then T: 21J(T) ~ Y with domain 21J(T) c X is called an open map­
ping if for every open set in 21J(T) the image is an open set in Y. I 

Note that if a mapping is not surjective, one must take care to 
distinguish between the assertions that the mapping is open as a 
mapping from its domain 

(a) into Y, 
(b) onto its range. 

(b) is weaker than (a). For instance, if Xc Y, the mapping x ~ x of 
X into Y is open if and only if X is an open subset of Y, whereas the 
mapping x ~ x of X onto its range (which is X) is open in any case. 

Furthermore, to avoid confusion, we should remember that, by 
Theorem 1.3-4, a continuous mapping T: X ~ Y has the property 
that for every open set in Y the inverse image is an open set in X. This 
does not imply that T maps open sets in X onto open sets in Y. For 
example, the mapping R ~ R given by t ~ sin t is continuous but 
maps (0,27T) onto [-1,1]. 

4.12-2 Open Mapping Theorem, Bounded Inverse Theorem. A 
bounded linear operator T from a Banach space X onto a Banach space 
Y is an open mapping. Hence if T is bijective, T-1 is continuous and 
thus bounded. 

The proof will readily follow from 

4.12-3 Lemma (Open unit ball). A bounded linear operator T from a 
Banach space X onto a Banach space Y has the property that the image 
T(Bo) of the open unit ball Bo = B(O; 1) c X contains an open ball about 
OE Y. 

Proof. Proceeding stepwise, we prove: 
(a) The closure of the image of the open ball Bl = B(O;!) 

contains an open ball B*. 
(b) T(Bn) contains an open ball Vn about OE Y, where 

Bn = B(O; Tn) eX. 
(c) T(Bo) contains an open ball about 0 E Y. 

The details are as follows. 
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(a) In connection with subsets A c X we shall write 
aA (a a scalar) and A + W (w E X) to mean 

(1) 

(2) 

aA = {x E X I x = aa, a E A} 

A +W ={XEX I x = a+w, aEA} 

and similarly for subsets of Y. 

(01 = 2) 

(Fig. 48) 

(Fig. 49) 

Fig. 48. Illustration of formula (1) Fig. 49. Illustration of formula (2) 

We consider the open ball Bl = B(O;t) c X. Any fixed x E X is in 
kBl with real k sufficiently large (k > 211xll). Hence 

X= U kBl • 
k=l 

Since T is surjective and linear, 

Note that by taking closures we did not add further points to the union 
since that union was already the whole space Y. Since Y is complete, it 
is nonmeager in itself, by Baire's category theorem 4.7-2. Hence, 
noting that (3) is similar to (1) in 4.7-2, we conclude that a kT(B l ) 

must contain some open ball. This implies that T(B l ) also contains an 
open ball, say, B* = B(yo; B) c T(Bl ). It follows that 

(4) 



288 Fundamental Theorems for Normed and Banach Spaces 

(b) We prove that B* - Yo c T(Bo), where Bo is given in 
the theorem. This we do by showing that [cf. (4)] 

(5) 

Let y E T(BI ) - Yo. Then y + Yo E T(B I), and we remember that 
Yo E T(BI ), too. By 1.4-6(a) there are 

un = TWn E T(BI ) 

Vn = TZn E T(B I) 

such that 

such that 

Since Wn, Zn E BI and BI has radius!, it follows that 

so that Wn - Zn E Bo. From 

we see that y E T(Bo). Since y E T(BI) - Yo was arbitrary, this proves 
(5). From (4) we thus have 

(6) B*-yo=B(O; e)c T(Bo). 

Let Bn = B(O; 2-n) c X. Since T is linear, T(Bn) = Tn T(Bo). From (6) 
we thus obtain 

(7) 

(c) We finally prove that 

VI =B(OJe)c T(Bo) 

by showing that ev~ VI is in T(Bo). So let y E VI. From (7) with 
n = 1 we have VI c T(BI ). Hence y E T(BI ). By 1.4-6(a) there must be 
a v E T(BI ) close to y, say, Ily - vii < e/4. Now v E T(B I) implies v = TXI 
for some Xl E BI . Hence 
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From this and (7) with n = 2 we see that y - TXI E Vz C T(Bz). As 
before we conclude that there is an Xz E Bz such that 

Hence y - TXI - Txz E V3 C T(B3 ), and so on. In the nth step we can 
choose an Xn E Bn such that 

(8) (n=I,2,···). 

Let Zn = Xl + ... + Xn. Since Xk E B k, we have Ilxkll < 1/2k. This yields for 
n>m 

o 

as m ~ 00. Hence (zn) is Cauchy. (zn) converges, say, Zn ~ X 
because X is complete. Also X E Bo since Bo has radius 1 and 

(9) 

Since T is continuous, TZn ~ Tx, and (8) shows that Tx = y. Hence 
y E T(Bo). I 

Proof of Theorem 4.12-2. We prove that for every open set 
A c X the image T(A) is open in Y. This we do by showing that for 
every y = Tx E T(A) the set T(A) contains an open ball about y = Tx. 

Let y = Tx E T(A). Since A is open, it contains an open ball with 
center x. Hence A - X contains an open ball with center 0; let the 
radius of the ball be r and set k = llr, so that r = 11k. Then k(A - x) 
contains the open unit ball B(O; 1). Lemma 4.12-3 now implies that 
T(k(A - x» = k[T(A) - Tx] contains an open ball about 0, and so does 
T(A) - Tx. Hence T(A) contains an open ball about Tx = y. Since 
y E T(A) was arbitrary, T(A) is open. 

Finally, if T-1 : Y ~ X exists, it is continuous by Theorem 
1.3-4 because T is open. Since T-1 is linear by Theorem 2.6-10, it is 
bounded by Theorem 2.7-9. I 
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Problems 

1. Show that T: R 2 - R defined by (~l' ~2) t---+ (~l) is open. Is the 
mapping R2~ R2 given by (~1o ~2)~ (~l' 0) an open mapping? 

2. Show that an open mapping need not map closed sets onto closed sets. 

3. Extending (1) and (2), we can define 

A+B ={XEX I x = a+b, a EA, bE B}, 

where A, B c X. To become familiar with this notation find uA, A + w, 
A + A, where A = {1, 2, 3, 4}. Explain Fig. 50. 

Fig. 50. Sets A, B and A + B in the plane 

4. Show that in (9) the inequality is strict. 

5. Let X be the normed space whose points are sequences of complex 
numbers x = (~j) with only finitely many nonzero terms and norm 
defined by Ilxll = sup I~jl. Let T: X - X be defined by 

j 

y = Tx = (~1o ~ ~2' ~ ~3' ••• ). 

Show that T is linear and bounded but T-1 is unbounded. Does this 
contradict 4.12-2? 

6. Let X and Y be Banach spaces and T: X - Y an injective bounded 
linear operator. Show that T-1 : ~(T) _ X is bounded if and only if 
~(T) is closed in Y. 
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7. Let T: X - Y be a bounded linear operator, where X and Yare 
Banach spaces. If T is bijective, show that there are positive real 
numbers a and b such that a Ilxll ~ II Txll ~ b Ilxll for all x E X. 

8. (Equivalent norms) Let 11·111 and 11·112 be norms on a vector space X 
such that Xl = (X, 11·111) and X2 = (X, 11·lb) are complete. If 11x" 111 - 0 
always implies Ilxnlb - 0, show that convergence in Xl implies con­
vergence in X2 and conversely, and there are positive numbers a and b 

such that for all x E X, 

(Note that then these norms are equivalent; cf. Def. 2.4-4.) 

9. Let Xl = (X, 11·111) and X2 = (X, 11·lb) be Banach spaces. If there is a 
constant c such that Ilx111;;; c Ilxlb for all x E X, show that there is a 
constant k such that Ilxlb;;; k IIxl11 for all x E X (so that the two norms 
are equivalent; cf. Def. 2.4-4). 

10. From Sec. 1.3 we know that the set fJ of all open subsets of a metric 
space X is called a topology for X. Consequently, each norm on a 
vector space X defines a topology for X. If we have two norms on X 
such that Xl = (X, 11·111) and X2 = (X, 11·lb) are Banach spaces and the 
topologies fJ1 and fJ2 defined by II· 111 and 11·112 satisfy fJ1 ~ fJ2 , show 
that fJ1 = fJ2 • 

4.13 Closed Linear Operators. 
Closed Graph Theorem 

Not all linear operators of practical importance are bounded. For 
instance, the differential operator in 2.7-5 is unbounded, and in 
quantum mechanics and other applications one needs unbounded 
operators quite frequently. However, practically all of the linear 
operators which the analyst is likely to use are so-called closed linear 
operators. This makes it worthwhile to give an introduction to these 
operators. In this section we define closed linear operators on normed 
spaces and consider some of their properties, in particular in connec­
tion with the important closed graph theorem which states sufficient 
conditions under which a closed linear operator on a Banach space is 
bounded. 
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A more detailed study of closed and other unbounded operators 
in Hilbert spaces will be presented in Chap. 10 and applications to 
quantum mechanics in Chap. 11. 

Let us begin with the definition. 

4.13-1 Definition (Closed Hnear operator). Let X and Y be normed 
spaces and T: !2tJ(T) -----+ Y a linear operator with domain !2tJ(T) eX. 
Then .T is called a closed linear operator if its graph 

C§(T)={(x,y)lxE!2tJ(T), y=Tx} 

is closed in the normed space X x Y, where the two algebraic opera­
tions of a vector space in X x Yare defined as usual, that is 

a(x, y)= (ax, ay) 

(a a scalar) and the norm on X x Y is defined by7 

(1) II(x, y)II=llxll+llyll· I 

Under what conditions will a closed linear operator be bounded? 
An answer is given by the important 

4.13-2 Closed Graph Theorem. Let X and Y be Banach spaces and 
T: !2tJ(T) -----+ Ya closed linear operator, where !2tJ(T) c X. Then if !2tJ(T) 
is closed in X, the operator T is bounded. 

Proof. We first show that Xx Y with norm defined by (1) is 
complete. Let (zn) be Cauchy in Xx Y, where Zn = (xno Yn). Then for 
every e > 0 there is an N such that 

(2) (m, n>N). 

Hence (xn) and (Yn) are Cauchy in X and Y, respectively, and 
converge, say, Xn -----+ x and Yn -----+ y, because X and Yare complete. 
This implies that Zn -----+ Z = (x, y) since from (2) with m -----+ co we 
have Ilzn - Z II ~ e for n > N. Since the Cauchy sequence (zn) was 
arbitrary, X x Y is complete. 

7 For other norms. see Prob. 2. 
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By assumption, '9(T) is closed in Xx Y and 2Zl(T) is closed in X. 
Hence '9(T) and 2Zl(T) are complete by 1.4-7. We now consider the 
mapping 

P: '9(T) ~ 2Zl(T) 

(x, Tx)~x. 

P is linear. P is bounded because 

IIP(x, Tx)11 = Ilxll~llxll+IITxll = II(x, Tx)ll· 

P is bijective; in fact the inverse mapping is 

x~(x, Tx). 

Since '9(T) and 2Zl(T) are complete, we can apply the bounded inverse 
theorem 4.12-2 and see that p- 1 is bounded, say, II(x, Tx)ll~ bllxll for 
some b and all x E2Zl(T). Hence T is bounded because 

II Txll ~ IITxl1 + Ilxll = II(x, Tx )11 ~ b Ilxll 
for all x E 2Zl( T). I 

By definition, '9(T) is closed if and only if z = (x, y) E '9(T) implies 
Z E '9(T). From Theorem 1.4-6(a) we see that·z E '9(T) if and only if 
there are Zn = (xn, Txn) E '9(T) such that Zn ~ z, hence 

(3) xn~x, 

and Z = (x, y) E '9( T) if and only if x E 2Zl( T) and y = Tx. This proves the 
following useful criterion which expresses a property that is often 
taken as a definition of closedness of a linear operator. 

4.13-3 Theorem (Closed linear operator). Let T: 2Zl(T) ~ Y be a 
linear operator, where 2Zl(T) c X and X and Yare normed spaces. Then 
T is closed if and only if it has the following property. If Xn ~ x, where 
Xn E ~(T), and TXn ~ y, then x E 2Zl(T) and Tx = y. 

Note well that this property is different from the following prop­
erty of a bounded linear operator. If a linear operator T is bounded 
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and thus continuous, and if (xn) is a sequence in 2Zl(T) which converges 
in 2Zl(T), then (Txn) also converges; cf. 1.4-8. This need not hold for a 
closed linear operator. However, if T is closed and two sequences (xn) 
and (in) in the domain of T converge with the same limit and if the 
corresponding sequences (Txn) and (Tin) both converge, then the 
latter have the same limit (cf. Prob. 6). 

4.13-4 Example (Ditlerential operator). Let X = C[O, 1] and 

T: 2Zl(T)~X 

X~X' 

where the prime denotes differentiation and 2Zl(T) is the subspace of 
functions x E X which have a continuous derivative. Then T is not 
bounded, but is closed. 

Proof. We see from 2.7-5 that T is not bounded. We prove that 
T is closed by applying Theorem 4.13-3. Let (xn) in 2Zl(T) be such that 
both (xn) and (Txn) converge, say, 

and 

Since convergence in the norm of C[O, 1] is uniform convergence on 
[0,1], from xn ' ~ y we have 

f 'Y(T)dT=f' lim xn'(T)dT=lim f'Xn'(T)dT=X(t)-X(O), 
o 0 n---+ oc n-+ OO 0 

that is, 

X(t)=X(O)+ I Y(T) dT. 

This shows that x E ~(T) and x' = y. Theorem 4.13-3 now implies that 
T is closed. I 

It is worth noting that in this example, ~(T) is not closed in X 
since T would then be bounded by the closed graph theorem. 

Closed ness does not imply boundedness of a linear operator. Con­
versely, boundedness does not imply closedness. 
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Proof. The first statement is illustrated by 4.13-4 and the second 
one by the following example. Let T: ~(T) ~ ~(T) c X be the 
identity operator on ~(T), where ~(T) is a proper dense subspace of a 
normed space X. Then it is trivial that T is linear and bounded. 
However, T is not closed. This follows immediately from Theorem 
4.13-3 if we take an x E X -~(T) and a sequence (xn) in ~(T) which 
converges to x. I 

Our present discussion seems to indicate that in connection with 
unbounded operators the determination of domains and extension 
problems may play a basic role. This is in fact so, as we shall see in 
more detail in Chap. 10. The statement which we have just proved is 
rather negative in spirit. On the positive side we have 

4.13-5 Lemma (Closed operator). Let T: 2Zl(T) ~ Y be a bounded 
linear operator with domain 2Zl(T) c X, where X and Yare normed 
spaces. Then: 

(a) If ~(T) is a closed subset of X, then T is closed. 

(b) If T is closed and Y is complete, then ~(T) is a closed subset of 
X. 

Proof. (a) If (xn) is in 2Zl(T) and converges, say, Xn ~ x, and is 
such that (Txn) also converges, then x E 2Zl( T) = ~(T) since ~(T) is 
closed, and TXn ~ Tx since T is continuous. Hence T is closed by 
Theorem 4.13-3. 

(b) For x E2Zl(T) there is a sequence (xn) in 2Zl(T) such 
that Xn ~ x; cf. 1.4-6. Since T is bounded, 

This shows that (Txn) is Cauchy. (Txn) converges, say, TXn ~ Y E Y 
because Y is complete. Since T is closed, x E ~(T) by 4.13-3 (and 
Tx = y). Hence ~(T) is closed because x E 2Zl(T) was arbitrary. I 

Problems 

1. Prove that (1) defines a norm on X x Y. 

2. Other frequently used norms on the product X x Y of normed spaces 
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X and Yare defined by 

11{x, y)11 = max {llxll, Ilyll} 
and 

Verify that thege are norms. 

3. Show that the graph C§{T) of a linear operator T: X - Y is a vector 
subspace of X x Y. 

4. If X and Y in Def. 4.13-1 are Banach spaces, show that V = X x Y 
with norm defined by (1) is a Banach space. 

5. (Inverse) If the inverse T- 1 of a closed linear operator exists, show 
that T- 1 is a closed linear operator. 

6. Let T be a closed linear operator. If two sequences (x,.) and (in) in 
~(T) converge with the same limit x and if (Tx,.) and (Tin) both 
converge, show that (Tx,.) and (Tin) have the same limit. 

7. Obtain the second statement in Theorem 4.12-2 from the closed graph 
theorem. 

8. Let X and Y be normed spaces and let T: X - Y be a closed linear 
operator. (a) Show that the image A of a compact subset C c X is 
closed in Y. (b) Show that the inverse image B of a compact subset 
KeY is closed in X. (Cf. Def. 2.5-1.) 

9. If T: X - Y is a closed linear operator, where X and Yare normed 
spaces and Y is compact, show that T is bounded. 

10. Let X and Y be normed spaces and X compact. If T: X - Y is a 
bijective closed linear operator, show that T- 1 is bounded. 

11. (Null space) Show that the null space X{T) of a closed linear 
operator T: X - Y is a closed subspace of X. 

12. Let X and Y be normed spaces. If T 1 : X - Y is a closed linear 
operator and T2 E B{X, Y), show that Tl + T2 is a closed linear 
operator. 

13. Let T be a closed linear operator with domain ~(T) in a Banach space 
X and range IYI.{T) in a normed space Y. If T- 1 exists and is bounded; 
show that IYI.{T) is closed. 
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14. Assume that the terms of the series u! + U2 +. .. are continuously 
differentiable functions on the interval J = [0, 1] and that the series is 
uniformly convergent on J and has the sum x. Furthermore, suppose 
that u!' + U2' + ... also converges uniformly on J. Show that then x is 
continuously differentiable on (0, 1) and x' = u!' + U2' + .... 

15. (Closed extension) Let T: !?1J(T) - Y be a linear operator with 
graph '!j(T), where !?1J(T) c X and X and Yare Banach spaces. Show 
that T has an extension f which is a closed linear operator with graph 
'!j(T) if and only if '!j(T) does not contain an element of the form (0, y), 
where y¢o. 





CHAPTER U 

FURTHER APPLICATIONS: 
BANACH FIXED POINT 
THEOREM 

This chapter is optional. Its material will not be used in the re­
maining chapters. 

Prerequisite is Chap. 1 (but not Chaps. 2 to 4), so that the present 
chapter can also be studied immediately after Chap. 1 if so desired. 

The Banach fixed point theorem is important as a source of 
existence and uniqueness theorems in different branches of analysis. In 
this way the theorem provides an impressive illustration of the unifying 
power of functional analytic methods and of the usefulness of fixed 
point theorems in analysis. 

Brief orientation about main content 
The Banach fixed point theorem or contraction theorem 5.1-2 

concerns certain mappings (contractions, cf. 5.1-1) of a complete metric 
space into itself. It states conditions sufficient for the existence and 
uniqueness of a fixed point (point that is mapped onto itself). The 
theorem also gives an iterative process by which we can obtain 
approximations to the fixed point and error bounds (cf. 5.1-3). We 
consider three important fields of application of the theorem, namely, 

linear algebraic equations (Sec. 5.2), 
ordinary differential equations (Sec. 5.3), 
integral equations (Sec. 5.4). 

There are other applications (for instance, partial differential equa­
tions) whose discussion would require more prerequisites. 

5.1 Banach Fixed Point Theorem 

A fixed point of a mapping T: X ~ X of a set X into itself is an 
x E X which is mapped onto itself (is "kept fixed" by T), that is, 

Tx=x, 

the image Tx coincides with x. 
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For example, a translation has no fixed points, a rotation of the 
plane has a single fixed point (the center of rotation), the mapping 
x ~ x2 of R into itself has two fixed points (0 and 1) and the 
projection (gb g2)~ gl of R2 onto the gl-axis has infinitely many 
fixed points (all points of the gl-axis). 

The Banach fixed point theorem to be stated below is an existence 
and uniqueness theorem for fixed points of certain mappings, and it 
also gives a constructive procedure for obtaining better and better 
approximations to the fixed point (the solution of the practical prob­
lem). This procedure is called an iteration. By definition, this is a 
method such that we choose an arbitrary Xo in a given set and calculate 
recursively a sequence xo, xl. X2, ... from a relation of the form 

n = 0,1,2,"'; 

that is, we choose an arbitrary Xo and determine successively 
Xl = Txo, X2 = TXb .... 

Iteration procedures are used in nearly every branch of applied 
mathematics, and convergence proofs and error estimates are very 
often obtained by an application of Banach's fixed point theorem (or 
more difficult fixed point theorems). Banach's theorem gives sufficient 
conditions for the existence (and uniqueness) of a fixed point for a cla.ss 
of mappings, called contractions. The definition is as follows. 

5.1-1 Definition (Contraction). Let X = (X, d) be a metric space. A 
mapping T: X ~ X is called a contraction on X if there is a positive 
real number a < 1 such that for all x, y E X 

(1) d(Tx, Ty)~ad(x, y) (a < 1). 

Geometrically this means that any points X and y have images that 
are closer together than those points x and y; more precisely, the 
ratio d(Tx, Ty)/d(x, y) does not exceed a constant a which is strictly 
less than 1. 

5.1-2 Banach Fixed Point Theorem (Contraction Theorem). 
Consider a metric space X = (X, d), where X¥-0. Suppose that X is 
complete and let T: X ~ X be a contraction on X. Then T has pre­
cisely one fixed point. 

Proof. We construct a sequence (xn ) and show that it is Cauchy, 
so that it converges in the complete space X, and then we prove that it~ 
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limit x is a fixed point of T and T has no further fixed points. This is 
the idea of the proof. 

We choose any Xo E X and define the "iterative sequence" (xn) by 

(2) 

Clearly, this is the sequence of the images of Xo under repeated 
application of T. We show that (xn) is Cauchy. By (1) and (2), 

(3) 

... ~ amd(xI, xo). 

Hence by the triangle inequality and the formula for the sum of a 
geometric progression we obtain for n > m 

d(xm, xn) ~ d(xm' Xm+l) + d(Xm+b Xm+Z) + ... + d(Xn-b xn) 

~ (am +a m + l + ... +an-l)d(xo, Xl) 

Since 0< a < 1, in the numerator we have 1_a n - m < 1. Consequently, 

(4) (n> m). 

On the right, 0< a < 1 and d(xo, Xl) is fixed, so that we can make the 
right-hand side as small as we please by taking m sufficiently large (and 
n> m). This proves that (xm) is Cauchy. Since X is complete, (xm) 
converges, say, Xm ~ x. We show that this limit X is a fixed point of 
the mapping T. 

From the triangle inequality and (1) we have 

d(x, Tx)~d(x,xm)+d(xm' Tx) 

~ d(x, xm)+ad(xm-b x) 
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and can make the sum in the second line smaller than any preassigned 
B > 0 because Xm ~ x. We conclude that d(x, Tx) = 0, so that x = Tx 
by (M2), Sec. 1.1. This shows that x is a fixed point of T. 

x is the only fixed point of T because from Tx = x and Ti = i we 
obtain by (1) 

d(x, i) = d(Tx, Ti);::;; ad(x, i) 

which implies d(x, i) = 0 since a < 1. Hence x = i by (M2) and the 
theorem is proved. I 

5.1-3 Corollary (Iteration, error bounds). Under the conditions of 
Theorem 5.1-2 the iterative sequence (2) with arbitrary XoE X converges 
to the unique fixed point x of T. Error estimates are the prior estimate 

(5) 

and the posterior estimate 

(6) 

Proof. The first statement is obvious from the previous proof. 
Inequality (5) follows from (4) by letting n ~ 00. We derive (6). 
Taking m = 1 and writing Yo for Xo and Yl for Xl, we have from (5) 

Setting Yo = Xm-b we have Yl = Tyo = Xm and obtain (6). I 

The prior error bound (5) can be used at the beginning of a 
calculation for estimating the number of steps necessary to obtain a 
given accuracy. (6) can be used at intermediate stages or at the end of 
a calculation. It is at least as accurate as (5) and may be better; cf. 
Prob.8. 

From the viewpoint of applied mathematics the situation is not yet 
completely satisfactory because it frequently happens that a mapping T 
is a contraction not on the entire space X but merely on a subset Y of 
X. However, if Y is closed, it is complete by Theor~m 1.4-7, so that T 
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has a fixed point x in Y, and Xm ~ x as before, provided we impose 
a suitable restriction on the choice of xo, so that the xm's remain in Y. 
A typical and practically useful result of this kind is as follows. 

5.1-4 Theorem (Contraction on a ball). Let T be a mapping of a 
complete metric space X = (X, d) into itself. Suppose T is a contraction 
on a closed ball Y = {x I d(x, xo) ~ r}, that is, T satisfies (1) for all 
x, y E Y. Moreover, assume that 

(7) d(xo, Txo) < (1-a)r. 

Then the iterative sequence (2) converges to an x E Y. This x is a fixed 
point of T and is the only fixed point of T in Y. 

Proof. We merely have to show that all xm's as well as x lie in Y. 
We put m = 0 in (4), change n to m and use (7) to get 

Hence all xm's are in Y. Also x E Y since Xm ~ x and Y is closed. 
The assertion of the theorem now follows from the proof of Banach's 
theorem 5.1-2. I 

For later use the reader may give the simple proof of 

5.1-5 Lemma (Continuity). A contraction T on a metric space X is a 
continuous mapping. 

Problems 

1. Give further examples of mappings in elementary geometry which have 
(a) a single fixed point, (b) infinitely many fixed points. 

2. Let X={xERlx~1}cR and let the mapping T: x-x be de­
fined by Tx=x/2+x- 1• Show that T is a contraction and find the 
smallest a. 

3. Illustrate with an example that in Theorem 5.1-2, completeness is 
essential and cannot be omitted. 

4. It is important that in Banach's theorem 5.1-2 the condition (1) cannot 
be replaced by d(Tx, Ty)<d(x, y) when x~y. To see this, consider 
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x = {x 11 ~ x < + co}, taken with the usual metric of the real line, and 
T: X _ X defined by x ~ x + X-I. Show that ITx - Tyl < Ix - yl 
when x # y, but the mapping has no fixed points. 

5. If T: X-X satisfies d(Tx,Ty}<d(x,y} when x#y and T has a 
fixed point, show that the fixed point is unique; here, (X, d) is a metric 
space. 

6. If T is a contraction, show that Tn (n E N) is a contraction. If T" is a 
contraction for an n> 1, show that T need not be a contraction. 

7. Prove Lemma 5.1-5. 

8. Show that the error bounds given by (5) form a proper monotone 
decreasing sequence. Show that (6) is at least as good as (5). 

9. Show that in the case of Theorem 5.1-4 we have the prior error 
estimate d(x"" x} < amr and the posterior estimate (6). 

10. In analysis, a usual sufficient condition for the convergence of an 
iteration Xn = g(xn -,} is that g be continuously differentiable and 

Ig'(x}1 ~ a < 1. 

Verify· this by the use of Banach's fixed point theorem. 

11. To find approximate numerical solutions of a given equation f(x} = 0, 
we may convert the equation to the form x = g(x}, choose an initial 
value Xo and compute 

n= 1,2,···. 

Suppose that g is continuously differentiable on some interval 
]=[xo-r,xo+r] and satisfies Ig'(x}l~a< Ion] as well as 

Ig(xo} - xol < (1- a}r. 

Show that then x = g(x) has a unique solution x on ], the iterative 
sequence (x",) converges to that solution, and one has the error 
estimates 
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12. Using Banach's theorem 5.1-2, set up an iteration process for solving 
{(x) = 0 if { is continuously differentiable on an interval J = [a, b], 
f(a)<O,f(b»O and 0<k1;a/'(x);ak2 (XEJ); use g(x)=x-Af(x) 

with a suitable A. 

13. Consider an iteration process for solving {(x) = x 3 + x-I = 0; proceed 
as follows. (a) Show that one possibility is 

Choose Xo = 1 and perform three steps. Is Ig/(x)1 < 1? (Cf. Prob. 10.) 
Show that the iteration can be illustrated by Fig. 51. (b) Estimate the 
errors by (5). (c) We can write {(x)=O in the form x=1-x3 • Is this 
form suitable for iteration? Try Xo = 1, Xo = 0.5, Xo = 2 and see what 
happens. 

x~ 

Fig. 51. Iteration in Prob. 13(a) 

14. Show that another iteration process for the equation in Prob. 13 is 

Choose Xo = 1. Determine Xl> X2, X3. What is the reason for the rapid 
convergence? (The real root is 0.682328, 6D.) 

15. (Newton's method) Let { be real-valued and twice continuously 
differentiable on an interval [a, b], and let x be a simple zero of { in 
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(a, b). Show that Newton's method defined by 

f(x,,) 
g(x,,) = Xn - f'(x,,) 

is a contraction in some neighborhood of i (so that the iterative 
sequence. converges to i for any Xo sufficiently close to i). 

16. (Square root) Show that an iteration for calculating the square root of 
a given positive number c is 

where n = 0, 1, .... What condition do we get from Prob. 1O? Starting 
from Xo = 1, calculate approximations Xl> ••• , X4 for ../2. 

17. Let T: X -----+ X be a contraction on a complete metric space, so that 
(1) holds. Because of rounding errors and for other reasons, instead of 
T one often has to take a mapping S: X -----+ X such that for all x E X, 

d(Tx,Sx)~1'/ (1'/ > 0, suitable). 

Using induction, show that then for any x E X, 

(m = 1,2,' . '). 

18. The mapping S in Prob. 17 may not have a fixed point; but in practice, 
sn often has a fixed point y for some n. Using Prob. 17, show that then 
for the distance from y to the fixed point x of T we have 

d(x, Y)~-11'/ . 
-0( 

19. In Prob. 17, let x = Tx and Ym = smyo. Using (5) and Prob. 17, show 
that 

What is the significance of this formula in appJications? 
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20. (Lipschitz condition) A mapping T: [a, b]- [a, b) is said to satisfy 
a Lipschitz condition with a Lipschitz constant k on [a, b) if there is a 
constant k such that for all x, y E [a, b), 

ITx-TYI~k Ix-yl· 

(a) Is T a contraction? (b) If T is continuously differentiable, show that 
T satisfies a Lipschitz condition. (c) Does the converse of (b) hold? 

5.2 Application of Banach's Theorem to 
Linear Equations 

Banach's fixed point theorem has important applications to iteration 
methods for solving systems of linear algebraic equations and yields 
sufficient conditions for convergence and error bounds. 

To understand the situation, we first remember that for solving 
such a system there are various direct methods (methods that would 
yield the exact solution after finitely many arithmetical operations if 
the precision-the word length of our computer-were unlimited); a 
familiar example is Gauss' elimination method (roughly, a systematic 
version of the elimination taught in school). However, an iteration, or 
indirect method, may be more efficient if the system is special, for 
instance, if it is sparse, that is, if it consists of many equations but has 
only a small number of nonzero coefficients. (Vibrational problems, 
networks and difference approximations of partial differential equa­
tions often lead to sparse systems.) Moreover, the usual direct methods 
require about n3 /3 arithmetical operations (n = number of equations = 
number of unknowns), and for large n, rounding errors may become 
quite large, whereas in an iteration, errors due to roundoff (or even 
blunders) may be damped out eventually. In fact, iteration methods are 
frequently used to improve "solutions" obtained by direct methods. 

To apply Banach's theorem, we need a complete metric space and 
a contraction mapping on it. We take the set X of all ordered n-tuples 
of real numbers, written 

y = (1/10· •. ,1/n), 
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etc. On X we define a metric d by 

(1) 

X = (X, d) is complete; the simple proof is similar to that in Example 
1.5-1. 

On X we define T: X~X by 

(2) y= Tx=Cx+b 

where C = (Cjk) is a fixed real n x n matrix and bE X a fixed vector. 
Here and later in this section, all vectors are column vectors, because of 
the usual conventions of matrix multiplication. 

Under what condition will T be a contraction? Writing (2) in 
components, we have 

j= 1,"', n, 

where b = ((3j). Setting w = (Wj) = Tz, we thus obtain from (1) and (2) 

= d(x, z) m!lx t ICjk I. 
I k=l 

We see that this can be written d(y, w) ~ ad(x, z), where 

(3) 

Banach's theorem 5.1-2 thus yields 
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5.2-1 Theorem (Linear equations). If a system 

(4) x = Cx+b (C = (Cjk), b given) 

of n linear equations in n unknowns ~l> ••• , ~n (the components of x) 
satisfies 

(5) (j = 1, ... , n), 

it has precisely one solution x. This solution can be obtained as the limit 
of the iterative sequence (x(O), x(1), X(2), • •• ), where x(O) is arbitrary and 

(6) m=O,l,··· . 

Error bounds are [cf. (3)] 

Condition (5) is sufficient for convergence. It is a row sum criterion 
because it involves row sums obtained by summing the absolute values 
of the elements in a row of C. If we replaced (1) by other metrics, we 
would obtain other conditions. Two cases of practical importance are 
included in Probs. 7 and 8. 

How is Theorem 5.2-1 related to methods used in practice? A 
system of n linear equations in n unknowns is usually written 

(8) Ax=c, 

where A is an n-rowed square matrix. Many iterative methods for (8) 
with det A ¥= 0 are such that one writes A = B - G with a suitable 
nonsingular matrix B. Then (8) becomes 

Bx = Gx+c 

or 
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This suggests the iteration (6) where 

(9) 

Let us illustrate this by two standard methods, the Jacobi itera­
tion, which is largely of theoretical interest, and the Gauss-Seidel 
iteration, which is widely used in applied mathematics. 

5.2-2 Jacobi iteration. This iteration method is defined by 

(10) j= 1,"', n, 

where c=('Yi) in (8) and we assume ajj-FO for j=l,···,n. This 
iteration is suggested by solving the jth equation in (8) for gi' It is not 
difficult to verify that (10) can be written in the form (6) with 

(11) c= -D-1(A-D), 

where D = diag (ajj) is the diagonal matrix whose nonzero elements are 
those of the principal diagonal of A. 

Condition (5) applied to C in (I 1) is sufficient for the convergence 
of the Jacobi iteration. Since C in (I 1) is relatively simple, we can 
express (5) directly in terms of the elements of A. The result is the row 
sum criterion for the Jacobi iteration 

(12) f laikl 
k~l ajj 

<1 j=l, .. ·,n, 

k"i 
or 

(12*) f laikl < laiil j=l,···,n. 
k~l 

k "i 

This shows that, roughly speaking, convergence is guaranteed if the 
elements in the principal diagonal of A are sufficiently large. 

Note that in the Jacobi iteration some components of x(m+l) may 
already be available at a certain instant but are not used while the 
computation of the remaining components is still.in progress, that is, 
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all the components of a new approximation are introduced simultane­
ously at the end of an iterative cycle. We express this fact by saying 
that the Jacobi iteration is a method of simultaneous corrections. 

5.2-3 Gauss-Seidel iteration. This is a method of successive correc­
tions, in which at every instant all of the latest known components are 
used. The method is defined by 

where j = 1, ... , n and we again assume ajj;i 0 for all j. 
We obtain a matrix form of (13) by writing (Fig. 52) 

A=-L+D-U 

where D is as in the Jacobi iteration and Land U are lower and upper 
triangular, respectively, with principal diagonal elements all zero, the 
minus signs being a matter of convention and convenience. We now 
imagine that each equation in (13) is multiplied by aJj. Then we can 
write the resulting system in the form 

Dx(m+l) = C + Lx(m+l) + Ux(m) 

or 

(D - L)x(m+l) = C + Ux(m). 

" "-"-
" 

Formula (13) Decomposition of A 

Fill. 52. Explanation of the Gauss-Seidel formulas (13) and (14) 
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~ultiplication by (D - Lr1 gives (6) with 

(14) C=(D-Lr1U, 

Condition (5) applied to C in (14) is sufficient for the convergence 
of the Gauss-Seidel iteration. Since C is complicated, the remaining 
practical problem is to get simpler conditions sufficient for the validity 
of (5). We mention without proof that (12) is sufficient, but there are 
better conditions, which the interested reader can find in J. Todd 
(1962), pp. 494, 495, 500. 

1. Verify (11) and (14). 

2. Consider the system 

Problems 

5g1 - g2= 7 

-3g1 + 10g2 = 24. 

(a) Determine the exact solution. (b) Apply the Jacobi iteration. Does 
C satisfy (5)? Starting from x(O) with components 1, 1, calculate x(1), 

X(2) and the error bounds (7) for x(2). Compare these bounds with the 
actual error of x(2). (c) Apply the Gauss-Seidel iteration, performing 
the same tasks as in (b). 

3. Consider the system 

=0.50 

-0.25g4 = 0.50 

+ g3 - 0.25g4 = 0.25 

g4=0.25. 

(Equations of this form arise in the numerical solution of partial 
differential equations.) (a) Apply the Jacobi iteration, starting from x(O) 

with components 1, 1, 1, 1 and performing three steps. Compare the 
approximations with the exact values gl = g2 = 0.875, g3 = g4 = 0.625. 
(b) Apply the Gauss-Seidel iteration, performing the same tasks as in 
(a). 
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4. Gershgorin's theorem states that if A is an eigenvalue of a square 
matrix e = (Cjk), then for some j, where 1 ~ j ~ n, 

n 

Icii-AI~ L Icjkl· 
k-l 

k"'j 

(An eigenvalue of e is a number A such that ex = AX for some x¢ 0.) 
(a) Show that (4) can be written Kx = b, where K = I - e, and 
Gershgorin's theorem and (5) together imply that K cannot have an 
eigenvalue 0 (so that K is nonsingular, that is, det K ¢ 0, and Kx = b 
has a unique solution). (b) Show that (5) and Gershgorin's theorem 
imply that e in (6) has spectral radius less than 1. (It can be shown that 
this is necessary and sufficient for the convergence of the iteration. The 
spectral radius of e is max IAII, where A" ... ,An are the eigenvalues of 

J 

c.) 

5. An example of a system for which the Jacobi iteration diverges 
whereas the Gauss-Seidel iteration converges is 

Starting" from x(O) = 0, verify divergence of the Jacobi iteration and 
perform the first few steps of the Gauss-Seidel iteration to obtain the 
impression that the iteration seems to converge to the exact solution 
~l = ~2 = ~3 = 1. 

6. It is plausible to think that the Gauss-Seidel iteration is better than the 
Jacobi iteration in all cases. Actually, the two methods are not compa­
rable. This is surprising. For example, in the case of the system 

the Jacobi iteration converges whereas the Gauss-Seidel iteration 
diverges. Derive these two facts from the necessary and sufficient 
conditions stated in Prob. 4(b). 
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7. (Column sum criterion) To the metric in (1) there corresponds the 
condition (5). If we use on X the metric d l defined by 

n 

dl(x, z) = L I~i - 'ii, 
i-I 

show that instead of (5) we obtain the condition 

(15) (k=I,···,n). 

8. (Square sum criterion) To the metric in (1) there corresponds the 
condition (5). If we use on X the Euclidean metric d2 defined by 

show that instead of (5) we obtain the condition 

n n 

(16) L L Cik2 < 1. 
j-I k=1 

9. (Jacobi iteration) Show that for the Jacobi iteration the sufficient 
convergence conditions (5), (15) and (16) take the form 

n n 2 

L L aik
2 < 1. 

j=1 k=1 ajj 

i"k 

10. Find a matrix C which satisfies (5) but neither (15) nor (16). 

5.3 Application of Banach's Theorem to 

Differential Equations 

The most interesting applications of Banach's fixed point theorem arise 
in connection with function spaces. The theorem then yields existence 
and uniqueness theorems for differential and integral equations, as we 
shall see. 
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In fact, in this section let us consider an explicit ordinary differen­
tial equation of the first order 

(1a) x' = f(t, x) (' = dldt). 

An initial value problem for such an equation consists of the equation 
and an initial condition 

(1b) x(to) = Xo 

where to and Xo are given real numbers. 
We shall use Banach's theorem to prove the famous Picard's 

theorem which, while not the strongest of its type that is known, plays 
a vital role in the theory of ordinary differential equations. The idea of 
approach is quite simple: (1) will be converted to an integral equation, 
which defines a mapping T, and the conditions of the theorem will 
imply that T is a contraction such that its fixed point becomes the 
solution of our problem. 

5.3-1 Picard's Existence and Uniqueness Theorem (Ordinary difteren­
tial equations). Let f be continuous on a rectangle (Fig. 53) 

R = {(t, x) Ilt- tol ~ a, Ix - xol ~ b~ 

and thus bounded on R, say (see Fig. 54) 

(2) If(t, x)1 ~ c for all (t, x) E R 

Suppose that f satisfies a Lipschitz condition on R with respect to its 
second argument, that is, there is a constant k (Lipschitz constant) such 

t 
x --f---l 

I 

R 

xo - b 

t ___ 

Fig. 53. The rectangle R 
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(A)a<c 
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b 
(B) a > C 

Fig. 54. Geometric illustration of inequality (2) for (A) relatively small c, (B) relatively 
large c. The solution curve must remain in the shaded region bounded by straight lines 

with slopes ± c. 

that for (t, x), (t, V)E R 

(3) If(t, x)- f(t, v)l~ k Ix- vi· 
Then the initial value problem (1) has a unique solution. This solution 
exists on an interval [to -/3, to + /3], where l 

(4) . { b I} /3 <mID a'~'k . 

Proof. Let C(J) be the metric space of all real-valued continuous 
functions on the interval J = [to -/3, to + /3] with metric d defined by 

d(x, y) = max Ix(t) - y(t)l. 
tEI 

C(J) is complete, as we know from 1.5-5. Let C be the subspace of 
C(J) consisting of all those functions x E C(J) that satisfy 

(5) Ix(t) - xol ~ c/3. 

It is not difficult to see that C is closed in C(J) (cf. Prob. 6), so that C 
is complete by 1.4-7. 

By integration we see that (1) can be written x = Tx, where 
T: C ----+ C is defined by 

Tx(t) = Xo+ it f( T, X(T» dT. 
to 

(6) 

1 In the classical proof, f3 <min {a, b/c}, which is better. This could also be obtained 
by a modification of the present proof (by the use of a more complicated metric); cf. A. 
Bielecki (1956) in the references in Appendix 3. 
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Indeed, T is defined for all x E C, because c{3 < b by (4), so that if 
x E C, then T E J and (T, x( T» E R, and the integral in (6) exists since f is 
continuous on R. To see that T maps C into itself, we can use (6) and 
(2), obtaining 

ITx(t)- xol = I I: {(T, X(T» d+~ c It- tol ~ c{3. 

We show that T is a contraction on C. By the Lipschitz condition (3), 

ITx(t)- Tv(t)1 = II: [{(T, X(T»- {(T, V(T))] dTI 

~ It- tol max k IX(T) - v(T)1 
'rEI 

~ k{3 d(x, V). 

Since the last expression does not depend on t, we can take the 
maximum on the left and have 

d(Tx, Tv)~ ad(x, v) where a = k{3. 

From (4) we see that a = k{3 < 1, so that T is indeed a contraction on 
C. Theorem 5.1-2 thus implies that T has a unique fixed point x E C, 
that is, a continuous function x on J satisfying x = Tx. Writing x = Tx 
out, we have by (6) 

(7) x(t) = xo+ rt {(T, X(T» dT. 
Jo 

Since (T, x( T» E R where { is continuous, (7) may be differentiated. 
Hence x is even differentiable and satisfies (1). Conversely, every 
solution of (1) must satisfy (7). This completes the proof. I 

Banach's theorem also implies that the solution x of (1) is the limit 
of the sequence (xo, Xl, ... ) obtained by the Picard iteration 

(8) Xn +l(t)=XO+ rl 
{(T,Xn(T»dT t 
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where n = 0,1, .... However, the practical usefulness of this way of 
obtaining approximations to the solution of (1) and corresponding 
error bounds is rather limited because of the integrations involved. 

We finally mention the following. It can be shown that continuity 
of f is sufficient (but not necessary) for the existence of a solution of 
the problem (1), but is not sufficient for uniqueness. A Lipschitz 
condition is sufficient (as Picard's theorem shows), but not necessary. 
For details, see the book by E. L. Ince (1956), which also contains 
historical remarks about Picard's theorem (on p. 63) as well as a 
classical proof, so that the reader may compare our present approach 
with the classical one. 

Problems 

1. If the partial derivative af/ax of f exists and is continuous on the 
rectangle R (cf. Picard's theorem), show that f satisfies a Lipschitz 
condition on R with respect to its second argument. 

2. Show that f defined by f( t, x) = Isin x 1+ t satisfies a Lipschitz condition 
on the whole tx-plane with respect to its second argument, but af/ax 
does not exist when x = O. What fact does this illustrate? 

3. Does f defined by f(t, x) = Ixll/2 satisfy a Lipschitz condition? 

4. Find all initial conditions such that the initial value problem 
tx' = 2x, x(to) = xo, has (a) no solutions, (b) more than one solution, 
(c) precisely one solution. 

5. Explain the reasons for the restrictions (3 < b/c and (3 < 1/k in (4). 

6. Show that in the proof of Picard's theorem, C is closed in C(J). 

7. Show that in Picard's theorem, instead of the constant Xo we can take 
any other function Yo E C, yo(to) = xo, as the initial function of the 
iteration. 

8. Apply the Picard iteration (8) to x' = 1 + x2 , x(O) = O. Verify that for X3, 

the terms involving t, t2 , ••• , t5 are the same as those of the exact 
solution. 

9. Show that x'=3x 2i3 , x(O)=O, has infinitely many solutions x, given 
by 

x(t)=O if t< c, x(t) = (t- C)3 if tE: c, 
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where c > 0 is any constant. Does 3X2/3 on the right satisfy a Lipschitz 
condition? 

10. Show that solutions of the initial value problem 

X'= Ix11/2, X(O) = 0 

are Xl = 0 and X2, where X2(t) = t Itl/4. Does this contradict Picard's 
theorem? Find further solutions. 

5.4 Application of Banach's Theorem to 
Integral Equations 

We finally consider the Banach fixed point theorem as a source of 
existence and uniqueness theorems for integral equations. An integral 
equation of the form 

(1) X(t)-IL r k(t, T)X(T) dT = v(t) 

is called a Fredholm equation of the second kind.2 Here, [a, b] is a 
given interval. x is a function on [a, b] which is unknown. IL is a 
parameter. The kernel k of the equation is a given function on the 
square G = [a, b] x [a, b] shown in Fig. 55, and v is a given function on 
[a, b]. 

Integral equations can be considered on various function spaces. 
In this section we consider (1) on C[a, b], the space of all continuous 
functions defined on the interval J = [a, b] with metric d given by 

(2) d(x, y) = max Ix(t)- y(t)l; 
tEJ 

2 The presence of the term x(t) enables us to apply iteration, as Theorem 5.4-1 
shows. An equation without that term is of the form 

r k(t,T)X(T)dT=V(t) 

and is said to be of the first kind. 
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T 

a 

b 

[J 
Fig. 55. Domain of definition G of the kernel k in the integral equation (1) in the case 

of positive a and b 

cf. 1.5-5. For the proposed application of Banach's theorem it is 
important to note that C[a, b] is complete. We assume that v E C[a, b] 
and k is continuous on G. Then k is a bounded function on G, say, 

(3) Ik(t,T)I~c for all (t, T)E G. 

Obviously, (1) can be written x = Tx where 

(4) Tx(t) = v(t)+ IL r k(t, T)X(T) dT. 

Since v and k are continuous, formula (4) defines an operator 
T: C[ a, b] ~ C[ a, b]. We now impose a restriction on IL such that 
T becomes a contraction. From (2) to (4) we have 

d(Tx, Ty) = max ITx(t)- Ty(t)1 
tEJ 

= IILI max I rb 
k(t, T)[X(T)- y(T)] dTI 

teJ Ja 

~ IILI c max Ix(u)- y(u)1 rb 
dT 

ueJ Ja 

=IILI cd(x, y)(b-a). 
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This can be written d(Tx, Ty)~ a d(x, y), where 

a = IILI c(b - a). 

We see that T becomes a contraction (a < 1) if 

(5) 
1 

IILI< c(b-a)· 

Banach's fixed point theorem 5.1-2 now gives 

321 

5.4-1 Theorem (Fredholm integral equation). Suppose k and v in (1) 
to be continuous on J x J and J = [a, b], respectively, and assume that IL 
satisfies (5) with c defined in (3). Then (1) has a unique solution x on J. 
This function x is the limit of the iterative sequence (xo, Xl> ••• ), where 
Xo is any continuous function on J and for n = 0,1, ... , 

(6) 

Fredholm's famous theory of integral equations will be discussed 
in Chap. 8. 

We now consider the Volterra integral equation 

(7) 

The difference between (1) and (7) is that in (1) the upper limit of 
integration b is constant, whereas here in (7) it is variable. This is 
essential. In fact, without any restriction on IL we now get the follow­
ing existence and uniqueness theorem. 

5.4-2 Theorem (Volterra integral equation). Suppose that v in (7) is 
continuous on [a, b] and the kernel k is continuous on the triangular 
region R in the tT-plane given by a ~ T ~ t, a ~ t ~ b; see Fig. 56. Then 
(7) has a unique solution x on [a, b] for every IL. 

Proof. We see that equation (7) can be written x = Tx with 
T: C[a, b]~ C[a, b] defined by 

(8) Tx(t) = v(t)+ f.L r k(t, T)X(T) dT. 
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T 

b 

a 

Fig. 56. Triangular region R in Theorem 5.4-2 in the case of positive a and b 

Since k is continuous on Rand R is closed and bounded, k is a 
bounded function on R, say, 

Ik(t,T)I~c for all (t, T) E R. 

Using (2), we thus obtain for all x, y E C[a, b] 

(9) 

ITx(t)- Ty(t)1 = 1~llr k(t, T)[X(T)- Y(T)] dTI 

~I~I cd(x, y) [ dT 

= I~I c(t-a) d(x, y). 

We show by induction that 

(10) ITmx(t)-Tmy(t)I~I~lmcm (t_~)m d(x, y). 
m. 

For m = 1 this is (9). Assuming that (10) holds for any m, we obtain 
from (8) 

ITm+1x(t)- Tm + 1 y(t)1 = 1~llr k(t, T)[Tmx(T)- TmY(T)] dTI 

I I r'1 1m m(T-a)m d ( ) 
~ ~ c Ja ~ em! T d x, y 

( )m+l 
= I Im+l m+l t - a d( ) 
~ c (m + 1)! x, y , 

which completes the inductive proof of (10). 
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Using t- a ~ b - a on the right-hand side of (10) and then taking 
the maximum over t E J on the left, we obtain from (10) 

where 

-11m m(b-a)m 
am-I.L c I. 

m. 

For any fixed I.L and sufficiently large m we have am < 1. Hence the 
corresponding Tm is a contraction on era, b], and the assertipn of 
our theorem follows from 

5.4-3 Lemma (Fixed point). Let T: X ~ X be a continuous map­
ping (cf. 1.3-3) on a complete metric space X = (X, d), and suppose that 
Tm is a contraction on X for some positive integer m. Then T has a 
unique fixed point. 

Proof. By assumption, B = Tm is a contraction on X, that is, 
d(Bx,By)~ad(x,y) for all X!YEX; here a<1. Hence for every 
XoEX, 

(11) 
o (n~oo). 

Banach's theorem 5.1-2 implies that B has a unique fixed point, call it 
x, and Bnxo~ x. Since the mapping T is continuous, this implies 
BnTxo= TBnxo~ Tx. Hence by 1.4-2(b), 

so that d(Tx, x) = 0 by (11). This shows that x is a fixed point of T. 
Since every fixed point of T is also a fixed point of B, we see that T 
cannot have more than one fixed point. I 

We finally note that a Volterra equation can be regarded as a 
special Fredholm equation whose kernel k is zero in the part of the 
square [a, b] x [a, b] where T> t (see Figs. 55 and 56) and may not be 
continuous at points on the diagonal (T = t). 
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Problems 

1. Solve by iteration, choosing Xo = v: 

2. (Nonlinear integral equation) If v and k are continuous on [a, b] 
and C=[a, b]x[a, b]xR, respectively, and k satisfies on G a 
Lipschitz condition of the form 

show that the nonlinear integral equation 

has a unique solution x for any IL such that IILI < 1/1(b - a). 

3. It is important to understand that integral equations also arise from 
problems in differential equations. (a) For example, write the initial 
value problem 

dx 
dt = f(t, x), 

as an integral equation and indicate what kind of equation it is. 
(b) Show that an initial value problem 

involving a second order differential equation can be transformed into 
a Volterra integral equation. 

4. (Neumann series) Defining an operator S by 

Sx(t) = r k(t, 'T)x( 'T) d'T 
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and setting Zn = Xn - Xn-h show that (6) implies 

Choosing Xo = v, show that (6) yields the Neumann series 

x = lim Xn = v + /LSV + /L 2 S2 V + /L 3 S3 V + .... 
n~~ 

5. Solve the following integral equation (a) by a Neumann series, (b) by a 
direct approach. 

X(t) -/L r x(-r) dT = 1. 

6. Solve 

X(t)-/L r CX(T) dT = v(t) 

where C is a constant, and indicate how the corresponding Neumann 
series can be used to obtain the convergence condition (5) for the 
Neumann series of (1). 

7. (Iterated kernel, resolvent kernel) Show that in the Neumann series in 
Prob. 4 we can write 

(snv)(t) = r k(n)(t, T)V(T) dT n=2,3,'" , 

where the iterated kernel k(n) is given by 

so that the Neumann series can be written 
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or, by the use of the resolvent kernel k defined by 

it can be written 

~ 

k(t, T, IL) = L lLik(j+llt, T) 
i-O 

x(t) = v(t)+ IL r k(t, T, IL)V(T) dT. 

(k(l) = k) 

8. It is of interest that the Neumann series in Prob. 4 can also be obtained 
by substituting a power series in IL, 

into (1), integrating termwise and comparing coefficients. Show that 
this gives 

vo(t) = v(t), n= 1,2,···. 

Assuming that Iv(t)1 ~ Co and Ik(t, T)I~ c, show that 

so that (5) implies convergence. 

9. Using Prob. 7, solve (1), where a = 0, b = 27T and 

N 

k(t, T) = L an sin nt cos nT. 
n=1 

10. In (1), let a = 0, b = 7T and 

k(t, T) = al sin t sin 2T + a2 sin 2t sin 3T. 

Write the solution in terms of the resolvent kernel (d. Prob. 7). 
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